
A SIMULATION LEST BEEEN ZONES
- -

PROBLEM : Given two zones Z and Z
'

,
we want to

check if every region that intersects z
,
also

intersects 2
'

.

The goal of these notes is to provide an algorithm for the above problem,
which runs in time 011×12 ) where ✗ is the set of docks .

- As seen in a previous lecture
,

this test can be used in

the reachability algorithm to ensure correctness and termination

of the Zone enumeration .

- A preliminary version of this test appears in the following paper
!

Using non - convex approximations for efficient analysis of timed automata
- Herbreteau , kind , Srivatnsan , lhlalukieiiyiez

FSTTCS
'

II

- The test has been polished and extended to several settings
since then .

Plan :
-

-1
. Some definitions

,
and the actual test

-2 . Illustration of the test on some examples

-3 . Proof of correctness



Party : Some definitions and the actual test

Fix a set of clocks ✗

Bounds function : A bounds function M : ✗ → IN associates a
-
-

natural number to each clock
.

For convenience, INE will write Mn for MIN
,
where u c- ✗ .

Region equivalence :
- -

Given a bounds function M .
late say

V Inn V
'

if

1. YN E ✗ : VIN E Mn ift V' In) f Mn

2. the c- ✗ Sit . vln)f Mn :

Lola)t = to'lnH

{Ula) } =o iff { v 'm) }=o

3.tn , y
c- ✗ sit . VIN E Mn and rely) £ My :

{vln) } ⇐ {vly) } iff {v 'm } E {v
'

ly) }

We will call Me equivalence classes of =p, as M -

regions .

Sometimes
,
we will simply write regions when M is clear from the context .



Es : Let vIµé
,
and my c- × s -t - NINE Mn, Nyt _< My

show that : Ci) { Uta)} < {vly ) ) (⇒ {WIN} < {U' ly) }< -

Iii) { vln) } = { rely) }⇐, {WIN
} = { U' ly) }

tdepreeing 2ones:_

Recall that zones are sets of valuations represented using
conjunctions of constraints of the form :

N - C and R-

y
~ c. where ~ c- { < is , 73 }

In this document love will assume C E 21

We will represent Zones using distance graphs . Here is an example .

^

N Z 1 ^

4 -
Y - X f 1 A

>

i
y sa n

z
t N I 5 A

1-

"

__É : n - y £2 ^

i÷ ; I * is
> y > 1

54

I

• ×



Distance graphs :

^

N Z 1 ^

4-

µ-
Y - ✗ I 1 A

3- Y £4 A

a. n I 5 ^

i -

"

--! ! n - y £2 n

i

I '

z * is
> y > 1

• ×

£-1

A distance graph has vertices { 0 } U X
.

Edges are directed and carry a weight of the form :

(a. c) u { Is , a) 3

where C E Z and a c- { < , E }

a Éy represents y
- n ac

Above example gives a zone and its distance graph .

For a distance graph G
,
we define : TLGD = { v1 u satisfies y - ✗ ac

for
every a y

in G 3



Arithmetic on weights :

late want to be able to manipulate conjunctions of
constraints using distance graphs .

For example: ✗ - Y f 5 A

y - w £2

implies ✗ - w E 7

Whereas : X - y C- 5 A

y - w < 2

implies ✗ - w < 7

At the level of graphs ,
if we have :

£5
£2

;==.•

y w

we should derive an edge w - ✗ with weight £7 .

- This first calls for the definition of an addition over these

weights .
Let c

,
C , , Cz C- 21

,
4,4 , , 42 C- { < if }

( a ,
c) 1- (<

, a) = ( < , so )

(di ici ) + ( 42 , G) = {
( G

,
C , + cz) if either a , or

42 is <

(£ , c) →G) Otherwise



We also need a way to compare constraints .

For example :
• ✗ - y C- 2 implies ✗ - y £4

•

✗ - y €2 implies ✗ -y <3

• ✗ - y < 2 implies ✗ - y £2

We will define an order among weights that reflects this

implication .

Let c
,
c
, .cz c- Z

, 4
,
a
, .az c- { < , E ,}

(4 , c) < ( < , a)

( d , ,
C , ) < ( Az , Ca) it a < Cz or

Cl = Cz and 4
, =

<

42 = £

The total order on weights looks like this .

I 1 I p it a a 1 •

- " ⇐ - 2) &,
- 1) ⇐ ,

-1 ) 4,0) (5,0) 4,17 ⇐ , 1) 4,27
-
- - -⇐to)



-Negative cycles :

-
A path in a distance graph is a sequence of edges.

- INeight of a path is the sum of weight of its edges .

< 2 €-1
has weight ⇐

1)For eg :
•→ •

y
-

ow✗

- A cycle is a path that starts and ends with the

same vertex .

A cycle in a distance graph is said to negative if its

weight is less than or equal to (<10 )

y :• ,n

- a-

← , -1 )
( E

,
-17

IS NOT
negative is negative



-

Negative cycles denote contradictions in the system of constraints
.

For example :

C- I

→

o

.
•

y

has a

negative cycle ; y÷
.

No valuation can satisfy

y - ✗ El

and ✗ - y < -1

is a negative cyclesimilarly : ;
✗

representing : ✗ El
- ✗ I -3 ( ✗ 7 3)

t.

a contradiction .

Here is a theorem that formalizes this observation .

Then : Let G be a distance graph .

[GD is non - empty
iff all cycles in G are

non - negative .



Intersection of distance graphs :

Let G, , G- be distance graphs . Define

min ( Gi
,
Gz) to be the graph where weight

of each edge is given by the minimum of the

corresponding weights in G1 , Ga .

Eg : G1 Gz

I 7

• .
⇒

.

¥ -

r

°← ✗⇐ y
0°← I

•

y

Min Cai
,Gio. •

✗
•

y

Note:

= When we do not draw an edge ,
the weight is

assumed to be Caan) . For

eg . in the above graphs.

weight of 0 → y
is la, as

Min graph represents the intersection of
the two sets .

hemm-ai.TL min ( G , , Gz) D= £91B n EGzD



Canonical distance graphs :

A distance graph with no negative cycles is said to be in

-

canonical form if

for every pair my E X u {03 ,

the shortest path from n to
y

is given by

the edge : N → y .

Examples : £7

o
.

y

is not canonical due to the

highlighted weights .

*⇒
Canonical form of above graph is :

£3

•

*⇒
- Given a distance graph ,

its canonical form can • be computed
in 011×13) using Floyd - Harsha'll 's all - pairs shortest path Algo .

This algorithm can also detect the presence of negative cycles .



Canonical distance graph of a zone :

For a zone 2
,

we denote by Gz its canonical distance graph .

INE write Zxy for the height of the ✗→ y edge in Gz

For example : let 2 be the zone given below :

^

N Z 1 ^

Y - ✗ £1 ✗
→ 2

4-

-3- Y £4 A

a.
I

N S 5 A

1-

"

__! ! n - y £2 ^

i

I '

z * is
> y > 1

54

→
Gz

"

Zox = (E.5)
,

2×0 = ⇐ -1 )

Zxy = ( E. 1)
, Zyx = ⇐ 2)

2.
Oy = ( f. 4)

,
Zyo = (£ , -1)



Region - closure inclusion : Given zones 2,2
'

,

define :

2 E-
µ,
2
'

if the c- 2 3- U'c- 2
'
s -t . V Ing v

'

.

From the definition , it is direct to see that z Em 2
'
iff

for all 14 - regions R :

R n z 1=01 ⇒ Rn z
'

f- 01
.

This gives the following lemma !

Lemma : Let z
,
z
' be non- empty zones .

-

2¥, 2
'

Iff 7 an M - region R sit .

R n z =/ § and Rn z
'
= §

INE will now state the main theorem :

Theorem : Let 2,
2
'

be non - empty zones .

2 #na z' Iff 7 Rig c- ✗ u {03 sit .

2×0 + ( £ , Mn) > (E. 07 and

7-
'

✗y
< Zxy and

2 '×y + ( < ,
-

My) < ( Sio )



Parts : Illustrating the test on some examples .

tames :

Mn = 2
, My =3

ya
Blue zone : 2

Red zone : 2
'

%

Z ¢µ 2
'

due to the following witnesses :

-

2×0 + (£
,
Mn ) 3 (E.07 ^ 2×0 < 2×0

I t + t

1£
,
-1) ⇐ , 2) ⇐ ,

-27 ⇐ ,
- D

-

Zyo + ⇐ , My) 3 (Fo) A Éyo < Zyo
I 1 I

c

(Fo) (5,3) ( £
,
-1) ( Fo)

Exe-ra.se : Are there other (2- variable) witnesses ?



E×ampk
µn=a

. My =3

ya

Blue .

: 2

Red : z
'

>
y

2 ☒
µ

2
'

because:

Zyo + ( £ , My) 3 CE ,o7 ✗ Z'y× < Zyx ^ 24×+14 - Ma) < Kid

l l l l l t
,

11
,
-1) (E. 3) (1,0) (E. 1) ⇐07 ⇐ ,

-47

EXI.se : Are there
any

other G-variable witnesses ?


