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Recap :

-

Given : LP in equational form - A has rank -
m

'

- An=b
'

has at

maximize in subject to
An =b

,
NZO least one son .

- 1
. Want to characterize vertices of the feasible region An __benzo .

- 2
. Into point : a feasible point VEIR

"
et . Fue R

" with :

let u and u - u bolts being feasible

-3
.

This implies :
AN = 0 ( from An -_ b)

tie { 1
,
. . - in } : Vi =O ⇒ Ui =D ( from N Zo )

v
n

- a. As : Eui Ai =o

°

i. =\

we have £ Ui Ai =D
i sit . Ui -1-0

U [1--0--1000--10] : columns Ai sit . ui -1-0 are linearly dependent
-

v [+0+-0 0=10

t-OJ-scolummAis.t-vi-1-oarelineary-d.yendenb.aev is a vertex if Duch a
'

n
'

does not exist .-5. Vertex :

i. Columns Ai sit. Vi -1-0 are linearly independent .

This leads to the definition of Basic Feasible Solutions Of

an LP in equational form .



- u is a feasible solution .

Suppose Fu sit . 0th
,
u - u are feasible

u -10

Then the columns indexed by
k= { i Ivi -1-0 } are

linearly dependent .

Av = b

n n

Ivi Ai = b : I Ui Ai = b
i= , 2=1

st Vi -1-0

i& Cui -1mi) A = b
i =\

n

E Ivi -1mi ) Ai
i=1

e. 7. Vi -1-0

+ £ to -1mi) Ai
i=1

vii. O L, But Ui -0

⇒ § (wit ui) Ai =b
1- =\

Set. Vi -1-0

n

⇒ "& Ui Ai + Sui Ai =b
i=i in

b
st- vito

⇒ Étui Ai =D
i=1

Vito



BASIC FEASIBLE SOLUTIONS (BES) :
- - -

-

feasible Sdn .

pennis: A we Rn is a
'

bfs
'

if the columns indexed by^

K = { i 1 Vi 70 } are linearly independent .

Nei2: A bfs is a feasible solution NER
" sit there exists

an ' m
' element set BE { 1,2, -

- n

, n } s.tn.

- columns indexed by B are linearly independent .

-

uj=o tje B

LIME : Both definitions are equivalent : V satisfies Definition

tiff
v satisfies Definition 2 .

Pmof:_ U is a feasible Solis
.

re satisfies definition 2 ⇒ u satisfies Definition 1 .

Suppose it satisfies definition 2 .

Then
,
there exists a Bs {42 ,

. . -

, n }

B. = { i
, ,
ia

,
.

. . . , im }

\

St. Uj =o Hj -4 B

Ai ' Ai'
.
. . .

Aim are linearly independent .

K E B

+ Columns indexed by K will be linearly independent
⇒ u satisfies Definition 1 .



V satisfies Definition I =) U satisfies definition 2 .

Suppose it satisfies Definition 1 .

k= { it vi > 03 .

Columns indexed by K are linearly independent .

- Suppose 1kt =m

Then take B = K

-

Note that 1K I cannot be > m since Col -rank (A) =m

- Suppose 1kt < m

13 = K U some more columns

column space has dimension M .

i. there are A
"

A
"

. - . .
Adm [ basis]

k= { i , ia . . . Ik }

A
"
A
"

. . . Aik ( linearly independent)

Using the
"

basis
"

,
it is possible to extend { A"

. . .
Aik} to an

M - element set of linearly
independent vectors .

[ Exercise]
This extension gives the set B.

Notice that vj ⇒ ltje B.



EXALE
' ( Problem sheet 1

, Question 3)

Write the basic feasible solutions !

Rt 1- Nz + Ng = 6

Nz -1 M¢ = 3

211 Nz
, Nz , My 30

Nei2: A bfs is a feasible solution NER
" sit there exists

an ' m
' element set BE { 1,2, -

- n

, n } s.tn.

- columns indexed by B are linearly independent .

-

uj=o tje B

A
'

A2 1+3 At

" = 1 ; i
'

° :]
M = 2

"
"

*

✗= [ × , ✗ z o o]
× ' + ✗2 = 6

(
I ✗2 =3

☐
:)

[ 3 ,

3 0 0 ]

in

B = { 1,2 }

A
'

A
"

[ to
°

, ]
✗ = [ ✗ ,

o o ×
, ]

✗1=6

✗
a =3

[ 6 0 0 3 ]



A
'

A2 1+3 At

* 1 : : : :]

f)
2 A3

[ t
I ]

✗ = [0×2×30]

0

✗2 1- ✗ 3 = 6

✗ 2 =3

[ 0 3
, 3 0 ]

A- At

[ I °

,
] ✗ = [ 0 ✗

a
0 ✗¢ ]

✗2
= 6

✗2-1×4 = 3

[ 0 6 0 -3①
not feasible

Ab AA

( f °

, ] ✗ = 10 0×3 ✗g)

[ 0 0 6 3]



OP-tmo-ESAT-A-BF.is
,

c
is bounded '

theorems Suppose there exists DER s.t.EU I ☐ for

evenyKasib1epoint
Then :

- do the LP has an optimum .

-

2 . Optimum occurs at a bfs
.

ten-man Assume that cost is bounded .

For every feasible solution u , there exists a bfs U* s-t .

c- v* = Ctu
.

Chain : This lemma proves the above theorem .

There are finitely many
bfs 's

.

c- yet > du

le,* • • • ① *
.
.
r

• V*
N

V2.*

•

.

.

-

-

-

-

-

→ K

V

The lemma implies that it is sufficient to look at

bfo 's to
get the maximum cost

.

- Since there are only finitely many bfs
,s ,

optimum occurs at one of the points .



Legman : Assume that cost is bounded .

For every feasible solution u , there exists a bfs U*

s-t.eu#zctv.Pro--:
Pick some arbitrary feasible son . v.

U = { u c- Rn I - u is feasible and }
du z du

U is non- empty since he c- U
.

Ctu > du

Now
,
let v* c- U with|• ,

the maximum no . of' O' coordinates
.

Claim : ✗
* is a bfs

.

Suppose not
.

Let K = { i I ✗
*
Ii) > o }

= { i , , iz
,
. .

.

, in }

Columns A
"

A
"
.

. . .
A
"

are linearly dependent .

This gives us a w and a ✗ sit .

1) v* + Ew } both are feasible - for some
y* - EW C- .

2) Aw =D



11¥ + XW } both are feasible -

y* - ✗ w

•

✗ v* +7W

7

v*
• -

I
•
v* - XW

w
•

i) suppose Ew > 0 C' lv*+yw7

=dv* + ✗ Ew
⇒ d- (v* + ✗w) > do #

w

+ If Wi zo fi .
>• +

→i¥t¥ Then v* -17W 30 HX

0

° ° Alv* + Dw) =b HX
0 :O

arbitrarily

Increasing ✗
,
we get feasible points with

,
big cost

.

This is a contradiction as cost is bounded .

ctlv# + hw?

=dv* + ✗ in

: . There exists some I sit . Wi < 0
.

This gives a bound on the 7 .



i. There exist some I s - t .

- ✗
*
+ Iw is feasible

.

- v* + Jw has more 0 's than ✓*

- d- ( ✗* + Iw ) > c?×*

This is a contradiction to our assumption on
V* ?

U = { u c- Rn I - u is feasible and }
du z du

INE picked Y* to be an element in U with the Max .
no .

Of zeroes .

However
,

4*-1 Jw c- U
, and has more zeroes .

-2 . Suppose 0W < 0

Now consider w
'

=
- w and proceed as above

it -17W Aw
'

=D

*
/ FE s.fr 0*-1 E-W

'

Iso

÷
v*-7W

- 3 . Suppose Ew =0



u
#
- w .

i
CTW =o Aw = 0

- Suppose there exists some coordinate i sit wi < 0
.

Find a good
I sit .

- v* + Jw 30

- y* + Jw has more zeroes .

- d(v* + Tw) = Ctx

→ Contradiction .

- Suppose all coordinates
of w are + ive -

Then consider W' = -w and proceed with the

same argument .



Illustration of the previous proof :

Pick a feasible v

I
U = { u I u is feasible and Ctu 3 00 }

I
V* : element in v with Max no . of 0 's

1

Claim : ✗
* is BFS

suppose not
.

K= { i I v*; > o }

There is w s - t . Aw =D
,
and VI. =0 ⇒ Wi = 0

1.
suppose ow > o

< ctw < 0 dw=o

1-
, i= - w ¥1t

ti : Wi>0 Fi : Wi < 0 Hi :wi±o Fi :wi< o

cost is unbdd . There is another cost is there is

V' c- U with more unbdd . another Y'c- U

zeroes with more 0's .

÷ÉÉdii
: supposition that v* is not a Bfs is false -



summary :

- Definitions of bfs

- When cost is bounded , optimum occurs at a ble
.


