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1110512021 Basic Feasible Solutions
- - -

Today 's lecture:
-

-

- 1 . Given an LP in equational form , what are

basic feasible solutions ?

-2. Ten : If LP has an optimum, then there is a

basic feasible solution that is optimal .

Proviso : Given LP in equational form :

maximize in

subject to An =b A : mxn

✗ 30 M IM

- the system of equations An -_ b has at least one solution

- the rows of A are linearly independent .

Remark:_ From Proviso
,

row rank(A) = cot rank (A) = 'M

ti

dimension of column space = M



-

A : given matrix B E { 1,2 ,
- . .
,
n }Notation :

an index set

AB : matrix consisting of only columns whose indices belong to B.

txampe: A = (
5 4 3 10 2)
to 6 7 21 O

B = { 1 , 4 }

AB = (
b-

I
, ]10

Similarly for vectors : N and index set B
,

NB denotes the projection of u to coordinates indexed

by B

N = [ 3 4 10 11 2 ]

B = { 3,5 }

RB = [ 10 2 ]



Basic Feasible Solutions:
-

A basic feasible solution of the LP

maximize in subject to An __ b , NZO is

-

a feasible solution N C- IR
"

for which

- there is an M - element index set BE { ' 121 . . . > n } at -

- columns of AB are linearly independent

-

Nj =o for all j 4- B

Exainpe: A = ( 1

, ,

35

,
I :) b= / ¥ )

✗ = ( O 2 0 I 0 ]

T T

B = { 2
, 4 } AB - ( ? F)

A characterization of basic feasible solutions :

A feasible sun .
✗ is a bfs

Iff

the columns of matrix Ak are linearly independent
where K= { je { 1,2 , . . ,n } log. > 0 }



r

More notation :
-
-

-

When B is fixed
,
we call the variables

Nj with j c- B as basic

j¢B as non - basic

- An M - element set BE {1,2 , . . . , n } such that

columns of AB are linearly independent

will be called a basis
.



-

A feasible Solh . n of an LP in equational formLemma:

is basic

Iff

the columns of matrix AK are linearly independent
inhere k= { j c- { 112, . - , n } 12J >0 }

Ergot : ⇒ : Given a bfs N
.

There exists an M - element set BE { 1,2 , . . . , n } s -t .

-

columns of AB are linearly independent
- Nj =0 for all j$B

1 2
, - . M

u

The set K = { j 1 Nj > 0 }

Notice that K E B

since columns of AB are linearly independent:
a subset of them is also linearly independent

This proves columns of AK are 1in . ind .



-

A feasible Solh . n of an LP in equational formLemma:

is basic

Iff

the columns of matrix AK are linearly independent
inhere K = { j c- { 112, . - , n } 12J >0 }

Proof :
-

We are given a feasible son . n s -t -

columns of AK are linearly independent .

is can 1kt > m ? No
,
since dim loot- space of A) =m .

ii? 1kt =m .
We can take B=K

.

iii) 1kt < m . We have 1kt linearly independent columns .

A.it Aia . . . AIIKI

There exists some column A" which is outside the

span of Ai' - . . Aina

⇒ A
"
A
"

. . . Ai"" A
"
are linearly independent

If 114+1 - M , Kie are done
. Otherwise continue the process

till we get M linearly independent columns , using
a similar argument .

As long as there are less than m columns , there will be

one outside this set which is not in its span .



Proposition : For every m- element set BE {1,2, . . . ,n }
-

that is a basis
,

there exists at most

one feasible solution ✗ c- R" with ×j=0 Fj ¢ B .

I " =

( I \ \
. . -

.Is' as

D ! ]
- in

linearly independent

suppose n is a basic f. s .
.
Then there is a B

B

F.EE#:II.
bfs .

M - element 13 sit . Cole of
AB are

tin . into-

There cannot be two bfs

Ñ and E s -7 . both of them have the

same set B as basis



Proposition : For every m- element set BE {1,2, . . . ,n }
-

that is a basis
,

there exists at most

one feasible solution ✗ c- R" with ×j=0 Fj ¢ B.

Proofi Given a B sit . AB is non - singular
lads - of AB are 1in . ina)

An = b

[
A
'

A
'

- - . . A
"

= b

11 :)
Nn

24 A
'
+ Nati -1 . . .

+ nn An = b - ④

Group coordinates in B together .

B. = { it , iz , . . . im } N= { 1,2 , - in }\B

= {ji , ja , . . ,jmm}

Rewriting ⑤ :

Ni
,

Ai ' -1 Ri, Ai't .
. . 1- Kim

Aim -1 Nj , A
"
-1 . . .tn AI"m=b

In
-m

AB KB + AN Nm = b



AB RB + AN Nn, = b

suppose we have nj=0
for all j& B.

This means NN is -0

The above equation becomes : ABNB
- AB Rp, = b has a unique solution .

If this unique solution is also non - negative , then we get a
feasible solution of the LP .

Otherwise there is no feasible solution corresponding to B.

B - AB is non - singular
→ almost 1 f.s .

#EÉ-
f- S

'

variables in N are 0
.

→ aftmost such . solution .



MOI notation:

- A basis BE {1,2, . . . in } Will be called

a feasible basis if

the unique solution of the system ABXB - b is

non -

negative .



Proposition :
-

Assume that the cost function of the LP in

equational form is bounded from above , that is,

CTR I 114 for all feasible solutions n
.

Then : for
every feasible solution no

,
there exists a bfsñ

with the same or larger cost
,
ie ,

in 3 Eno
.

Proof : Consider a feasible solution no .

Define S = { n t k is feasible and En > in }

s is non - empty since no c- s ,

" × > "*

Let Ñ be a point in s with the maximum no - of zeroes . There could be

several candidates , we choose one of them .

Clair: Ñ is a bfs
.

K = { j I Ñj > 0 }
. We want to shove Axis non-singular .

Suppose this is not the case : columns of Ak are linearly
dependent .

There exist 1kt coefficients . V1
,
Ha
, . . . Vik ,

s- t'

V1 Aki + v2 AE + . .
. + Nyc, A

1=0

and some Vi 1=0 .



Suppose this is not the case : columns of Ak are linearly
dependent .

there exist 1kt coefficients . V1
,
Ha
, . . . Vik ,

s- t'

V1 Aki + v2 AE + . .
. + Unc, Aid

"
=D

and some Vi 1=0 .

Construct an n- dimensional vector IN :

Wj = { Vj JE K

O otherwise

¥É
I 2 1C

Pro_per1y1 : AIN = 0

Hi Al + Kk A- + -
- - t Wn A

"

knlj =D for all jet K .

The above sum : v, Aia + KAI → -n.tt"AÉ

But this is zero as we have seen above .

ctaim: Ime can assume :

- i) CTW 70
-ii) ng. so for some coordinate j .



ctaim: We can assume :

- i) CTW 70
-ii) ng. so for some coordinate j .

Proo - suppose Ew < 0
.

We will negate all coordinates .

Doing this
,

we get one > 0
,
and still Aw =D

- If all coordinates of W are 30
,
we will get a

contradiction .

Consider .
Ñ -1 t.IN

A lñ + tw) = Añ + taxi
= Añ + 0

= b

If Ñ + tin additionally is non - negative, ñ + tin is a

feasible soln .

Now , live already know that ñ 70
.

So
, if all coordinates of the are 30

,
then Ñetw 30 Ht 70

ctcñttw) = d-ñ + t.in

Since CTW > 0
, increasing t gives feasible some with

arbitrarily increasing cost
.

This contradicts hypothesis that cost is bounded .

Therefore some Wj <0 .



Suppose CTN = 0

- If all coordinates are 70
,
we just

negate Wi ki = - w

This will give a vector in
'

s - t .

i) of Ki =D

Ii ) Wj so for at least one coordinate .

ctaim: We can assume :

- i) CTW 70
-ii) ng. so for some coordinate j .

Final argument : consider ñ + tin

- We already have Alñttw) = b

- ñ=o * fÉ # *
b- IN

In Ñ + the
, by increasing t , the jth coordinate will

decrease
.

Itrlhile increasing 't
'

,
we will hit a value where



Final argument : consider ñ + tin

- We already have Alñttw) = b

- ñ > o
⇒

*

b- IN
In Ñ + TIN

, by increasing t , the jth coordinate will
decrease

.

Itrlhile increasing 't
'

,
we will hit a value where

+ tin has more zeroes than ñ

Notice that for coordinates j sat . Ñj=o , Kie also

have wj=0
so wj <o occurs at some j EK .

⇒ increasing it ' will give us a feasible son . with

more zeroes .

→ Let us say we get this at t* .

d- ( ñ+t*w ) = in + t*Ew
-

z Eno 1- 0

Hence Ñ + 1-* IN is a point in S Klim more zeroes

than Ñ . Contradiction . Hence columns of Ak are

linearly independent -



Theorem:
-

Consider an LP in equational form:

i) If there is at least one feasible solution and the objective function

is bounded from above , then there exists an optimal solution .

ii) If there is an optimal solution , then there is a basic feasible

solution that is optimal .

Illustration ☒ It Ñz . - -

Fief feasible sdn
.

Notice that there are finitely many
bfs .

- From previous proposition, for every feasible solm, there is

a bfs with a better cost ,

- Hence
, Maximum value is obtained from the maximum among

bfs
.



Naive algorithm to solve LP in equational form :
(
assuming cost is

- -
- - - -

-

bounded from above)
- Enumerate all bfs :

- choose a subset B C- { 1,2 ,
- n
,
n } Of size M

-

check if columns of Aps are linearly independent
- If yes : find the Unique solution to ABNB = b

if the solution 30 then we have a bfs by putting
other coordinates to 0

.

- Find a bfs with the maximum cost



Hay :

- Basic feasible solutions

-

If LP is feasible and cost is bounded from above , an optimum
exists at a bfs

.

Reference : Chapter 4.2 of

Understanding and using Linear Programming
Matousek A Goirtner


