
LINEAR OPTIMIZATION

LECTURE 2



GOALS

-1 . Solving an LP : intuition in 2D

-2 . Integer linear programs ( ILB )

- 3 .
LP relaxations of ILPS

-4. Maximum weight matching

Referen Chapters 1 83 Of

Understanding and Using Linear Programming
Jiri Matousek

,
Bernd Gartner



Part :

Solving an LP : intuition in 2D
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LP is unbounded .
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Four possible situations:

- 1. Unique optimum

-2 . Infinitely many Optima

- 3 . Unbounded LP } optimum does not exist

-4 . Infeasible LP

These are the only possible situations ( proof later in the

course)



Later in the course :

- Extending these intuitions to higher dimensions

- Algorithms for finding the optimum



GOALS

-1 . Solving an LP : intuition in 2D ✓

-2 . Integer linear programs ( ILPS )

- 3 .
LP relaxations of 12ps

-4. Maximum weight matching

Referen Chapters 1 83 Of

Understanding and Using Linear Programming
Jiri Matousek

,
Bernd Gartner



Party :

INTEGER LINEAR PROGRAMS ( ILPS)
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←
additional constraint

optimize the cost over all integral points in

the feasible region .
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Some facts :
- -

- LPs can be efficiently solved .

- PTINIE algorithms
- several heuristics studied

- 7-LPs are significantly harder to solve

- NP - complete

sometimes ILPS can be approximated using LPs
.



Part's

LP relaxations of ILPS .



ILP : LP retaliation
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ILP optimum ? LP optimum
value value

⇐
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fxaaximizahon problem )

QUESTION : Suppose the optimum of the LP relaxation

occurs at an integral point .

What is the relationship between

ILP optimum ☒ LP 1relaxation 's ) optimum ?



QUESTION : Suppose the optimum of the LP relaxation

occurs at an integral point .

What is the relationship between

ILP optimum ☒ LP 1relaxation 's ) optimum ?

"Anr : ILP optimum = LP optimum .

- ILP optimum £ LP optimum
r

LP optimum occurs at an integral point n*

⇒ ICP optimum z
cCn* ? [costata #I

⇒ ILP optimum
= CP optimum



Part :

Maximum Weight Matching in

Bipartite graphs



Problemi Given a bipartite graph IX. Y , E) with 1×1=1×1

and w : E → Ryo (non- negative
✗ Y costs )

: : :b

1

/

Matching a subset ME E such that

for every NEX , exactly one . edge in M is incident on n

and for every YEY exactly one . edge in M is incident on Y

Maximum weight matching :
-
--

Among all smh matchings , find the one with

the maximum weight .

Weight of a matching M is & We
e c-ha



✗ Y

• p

÷ :
b

1

There are 2 matchings in this graph .

a 1- p a 2- q,

b 1- q, b 3- r

c 1- r e -2 p

Height : 3 weight : 7-←
Max . Weight
matching



EXERCISE : Write an ILP for the maximum

weight matching problem .

Given : a bipartite graph ( ✗ ,
Y
,
E) with 1×1=141

and weight function w : E '→ Rzo



ILP for Maximum weight matching

Steps : Variables

Me for each e E E

Since we need to choose a subset

of edges .

Example:
✗ y nap

a •

Nak Ncp
Nb9

: : ! n.

Nbr



ILP for Maximum weight matching

steps: constraints

Steps : Variables

me for each e c- E At each vertex only one edge
since we need to choose a subset Of the chosen subset is

of edges .

incident .

:÷÷Hue ✗ v4 : E
, Ne =1

e : e is

incident on v

He : Of me £1

÷÷.Ne E Z



ILP for Maximum weight matching

steps: constraints

Steps : Variables

see for eam e c- E At each vertex only one edge
since we need to choose a subset Of the chosen subset is

of edges .

incident .

Nap __
0

Hue ✗ v4 : E ne =1

e : eis Nag,
__ 1-

✓

incident on v

⇒ Nbg,=°
He : Os ne £1 pegged

✓

me c- 21

ncp
=\

Example: - Nap + N✗ Y aq,
=\ 0£ Nap , . . . . ,kcr£1

Nbg 1- Nbr =L
⇒
n
, ,
, ,

nap , . . . ,m.,a •

!91 Nap + Ncp =\

C
1 Nag, -1 Nbg,

=\
→

Ñbr +
'

Ner =\

&



ILP for Maximum weight matching

steps: constraints Steps: Objective
Steps : Variables

see for eam e c- E At each vertex only one edge
Maximize cost of

since we need to choose a subset Of the chosen subset is

of edges .

incident . the chosen subset

Hue ✗ v4 : E ne =1

e : e is

incident on v

He : 0£ Me £1

Me C- 21

Maximize We Ne
EEE



ILP for Maximum weight matching

steps: constraints Steps: Objective
Steps : Variables

me for eam e c- E At each vertex only one edge
Maximize cost of

since we need to choose a subset Of the chosen subset is

of edges .

incident . the chosen subset

Ho c- ✗ v4 : E ne =1

e : e is

incident on v

He : 0£ Me £1

Me C- 21

Maximize We Ne
e EE

Example: Maximize : 1. Map 1- 2.Nag, -1✗ Y
1-
Nbq,

+ 3. Nbr +

a •

2. Ncp 1- 1. Ner:
C T



IIP Lor maximum weight matching :

Maximize Ewe Me

e. c- E

subject to z, Ne =\ the c- ✗ UY
e: e

incident on

v

0 E Ne El } te .

Me c- 21

Claim. ILP optimum = LP optimum for above LP !



Maximize Ewe Me

e. c- E

subject to
z, see = , the c- ✗ uy 0-20 -to -80.9

e: e

n* : t.TT#IEEincident on

v

t
o e Ne El } V-e .

ne c- 21 y* : tFÉ_

: ILP optimum = LP optimum for above LP !

Idea of proof: suppose n* is optimum of LP
,
and has

non - integral values .
We can find y* sit . cost ( y* ) = cost 1m¥ )

and y* has strictly fewer non - integral coordinates .



a
#

- Cycle is el ez ez . - - . ezk

y* : y* ( Rei ) = N*( see ;) + c- i is odd

=

n* ( see ;) - c- if i is even

, µ , ,, , y, eagan,
,

cycle .

•

?¥
.

' Y'
* is a *asibie sauna

.

-
as every constraint is

still satisfied .

+←



Cost ly* ) = £ we y*e

☐-
you

- oad cow - even

out of cycle .

E. We@e*+E) Swelne* -e)
Ewe n*e

Cost = Cost ( n* ) + c- [Ewe - Sue ]
in
~

Odd has
even no.

edges in edges .

cycle
= Cost 1m¥) + c- I



Cost = Cost ( n* ) + c- [Ewe - Sue ]
in
~

even no.
odd has

eaigu .edges in

cycle

costly# I = Cost ( n *) 1- É④
- Suppose a > 0 : costly't) > Cost / n* )

- contradicts the hyp . that N* is optimum .

- Suppose a < 0 ! We can find c- sand add to all even

no. edges and subtract from all odd

edger .

⇒ Costly#7 > cost ln*) . contradiction .

⇒ 4=0 ⇒ cost ly*) = Costin# 7



"

Ll = 0



nxt → y*

Costly# 7 = Costin# )

- If we choose the C- with the maximum modulus ,

atleast one of the coordinates fbecomcs integral

⇒ y* will have strictly fewer non - integral
coordinates

.

n* → y* → y*
,
→ y? - - .

→ z*

Only integers .



- In each
of

the transformations , the lost does not change .

⇒ From the Lp optimum , Kie can get an integral
valuation with the same cost .

⇒ ILP optimum = LP optimum .



GOALS

-1 . Solving an LP : intuition in 2D ✓

-2 . Integer linear programs ( ILB ) ✓

- 3 .
LP relaxations of 12ps ✓

-4. Maximum weight matching ✓

Referen Chapters 1 83 Of

Understanding and Using Linear Programming
Jiri Matousek

,
Bernd Gartner


