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Abstract

An important problem in the analysis of security protocols is that
of checking whether a protocol preserves secrecy, i.e., no secret owned
by the honest agents is unintentionally revealed to the intruder. This
problem has been proved to be undecidable in several settings. In
particular, [11] prove the undecidability of the secrecy problem in the
presence of an unbounded set of nonces, even when the message length
is bounded. In this paper we prove that even in the presence of an un-
bounded set of nonces the secrecy problem is decidable for a reasonable
subclass of protocols, which we call context-explicit protocols.

1 Introduction

Security protocols are specifications of communication patterns which are in-
tended to let agents share secrets over a public network. They are required
to perform correctly even in the presence of malicious intruders who listen to
the message exchanges that happen over the network and also manipulate
the system (by blocking or forging messages, for instance). An obvious cor-
rectness requirement is that of secrecy: an intruder cannot read the contents
of a message intended for others.

The presence of intruders necessitates the use of encrypted communica-
tion. It has been widely acknowledged that even if the cryptographic tools
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are perfect, desired security goals may not be met, due to logical flaws in
the design of protocols. (See [4] for an illuminating account.) To deal with
this, many approaches have been proposed, one among which is the devel-
opment of systematic methods for finding flaws in security protocols. This
is complicated by the fact that when we model security protocols precisely,
we get infinite state systems. As such, it is to be expected that it is not
possible to verify even simple properties like secrecy of such systems. It has
been formally proved in ([11], [12], [3]) that in fact, the secrecy problem is
undecidable.

This leads us to examine the sources of undecidability and look for in-
teresting subclasses of protocols for which the secrecy problem is decidable.
Firstly, security protocols are informally presented as sequences of com-
munications of the form A— B:t, where A and B are abstract names for
principals and ¢ is an abstract term obtained from atomic terms using tu-
pling and encryption. It is easy to see that such a presentation is too general
and that some admissibility conditions are needed. We therefore study well-
formed protocols where we ensure that in every communication the term
sent by a principal can be constructed using the messages received by that
principal earlier. Most protocols of interest in the literature follow these
well-formedness conditions. The notable exceptions are protocols which are
used to illustrate the computational power of the model, and which occur
in the undecidability proofs. But this is not to say that considering only
well-formed protocols leads to decidability of secrecy.

From the specification of a protocol, one can extract a set of roles played
by principals participating in the protocol. An event of a protocol Pr is
simply an occurrence of an action in an instantiation of a role of Pr. The
instantiations of a role of Pr are got by substituting concrete terms for the
abstract terms mentioned in the roles. It is clear that there are potentially
infinitely many events of a protocol. A run of a protocol is simply a sequence
of events of the protocol satisfying certain admissibility conditions. It is im-
portant to note that there is no bound on the number of events which can
occur in a run.

The secrecy problem is the problem of checking whether a given protocol
has a leaky run, where a run is leaky if some information (typically a nonce
or a key) was known only to some honest agents at some intermediate point
of the run but is known to the intruder at the end of the run. This problem
has been proved to be undecidable in [11]. In [12] and [3], it has been shown
that this problem is undecidable even if the set of atomic terms is assumed
to be fixed and finite, but if terms of arbitrary size can be substituted for
nonces.



In the presence of such results, one natural way to proceed is to insist
on a fixed finite set of nonces. [11] shows that in this case the secrecy
problem is DEXPTIME-complete. One of the key sources of undecidability
is the fact that there is no bound on the number of distinct events that can
occur in any run of a protocol. The approach to decidability in [16] and
[23] essentially bounds the number of events that can occur in any run of
the protocol, thereby obtaining decidability even in the setting which allows
terms of arbitrary size to be substituted for nonces.

The results in [15] are similar to ours. The paper introduces a property
called strong secrecy and proves that for a syntactic subclass of protocols
(which share some of the features of context-explicit protocols) that the
protocol has a breach of strong secrecy iff a small system corresponding to
the protocol has a breach of strong secrecy. (A small system as defined in
[15] admits runs in which each role is assigned to an honest agent, who plays
at most one session of the role in any run. The intruder is allowed to combine
the information in these sessions to send arbitrary messages, though.) This
result provides a justification for model checking approaches which usually
work with such small systems.

[2] is another work which is similar in spirit. For every protocol, a
“collapsed semantics” is introduced by allowing nonces generated in earlier
sessions of roles of the protocol to be confused with each other. This yields
a finite system which can be effectively checked for secrecy. A syntactic
subclass of protocols is defined for which the collapsed semantics admits
a leaky run exactly when the protocol does. A technique called set based
analysis is also introduced to verify secrecy of the collapsed system.

Independently of our work, [5] use tagging schemes to obtain termination
of a verification algorithm for secrecy (and some forms of authentication as
well) in the presence of both unboundedly many nonces and unboundedly
long messages. The protocol and intruder abilities are coded up a set of Horn
clauses. The resolution-based verification algorithm proposed in that paper
proceeds in two phases: in the first phase resolution is used to complete the
given set of clauses, and in the second phase a backward depth-first search
is used to determine whether a target formula (representing a breach of
secrecy in the protocol) can be derived from the (completed) set of clauses.
The tagging scheme is primarily used to prove that the first phase of the
algorithm terminates. The scheme used in their paper defines a strictly
larger syntactic subclass than that presented in this paper. But there are
significant differences between the framework and the proof ideas employed
in our paper and in [5].

An analysis of the undecidability proofs [22] shows that the protocols



used in them (coding up two-counter machines) have the following important
structural property:

e Different messages in the protocol specification have encrypted sub-
terms which can be unified.

The intruder crucially uses this property to transfer information from one
play to another, and ‘pump’ this process (using either unboundedly many
nonces or non-atomic instantiations) to generate unboundedly many plays
with distinct information content, leading to undecidability.

This suggests that it is desirable to avoid unification of the kind men-
tioned above. We formalise a way to do this in our definition of context-
explicit protocols. These are essentially protocols such that “distinct” en-
crypted subterms occurring in their specifications are not unifiable. We go
on to show that the secrecy problem is decidable for context-explicit proto-
cols. The key to the decidability argument is to show the following property
of runs of a context-explicit protocol:

e Whenever the intruder learns information from a message ¢t and uses it
to construct a message t' (where ¢ and ¢’ are instances of distinct com-
munications in the protocol specification), then ¢’ can be constructed
from just the nonces and keys learnt by the intruder on receiving t.

The restriction on unifiability of encrypted subterms is crucially used in
proving this. Interestingly, the crucial steps of the proof of the above prop-
erty and others which lead to our main decidability result can be stated as
properties of analz-proofs and synth-proofs, which formalize how messages
are generated and received terms are analyzed.

The technique used here should be contrasted with approaches which
impose restrictions on the use of the tupling operator ([3], [9]), or use more
stringent admissibility criteria like [8] which uses techniques from tree au-
tomata theory to show decidability for the class of protocols in which every
agent copies at most one piece of any message it receives into any message
it sends.

The work presented here is an expanded version of [19]. In related work,
we prove the secrecy problem to be decidable when considering runs based
on a fixed finite set of atomic terms but with non-atomic substitutions ([20]).
In [21] we extend the results of this paper to show that the secrecy problem is
decidable for context-explicit protocols in the presence of both unboundedly
many nonces and unboundedly long messages. A detailed presentation of
all these results as also the undecidability results can be found in the thesis
[24].



2 Security protocol modelling

In this section we present the model in which we formulate and prove the
main result of the paper. The treatment of cryptography and messages in
the model closely follows Dolev and Yao [10].

Basic terms

We assume a (potentially infinite) set of agents Ag with a special intruder
I € Ag. The set of honest agents, denoted Ho, is defined to be Ag\{I}. The
intruder model which we develop in this section is one which is widely used
in the literature. We assume an all-powerful intruder, who can copy every
communication in the system, can block any message and can pretend to
be any agent. It is assumed that the intruder has unlimited computational
resources and can keep a record of every public system event and utilize it at
an arbitrarily later time. However, the intruder cannot generate an honest
agent’s secret autonomously, nor can it break encryption.

Some variations to the above model have been tried but they do not
significantly extend the intruder’s powers. For example, we might consider
a group of colluding intruders rather than a single intruder. But it has been
shown in the work [6] that many Dolev-Yao intruders colluding with one
another cannot cause more attacks than a single intruder acting alone.

We assume that the set of keys K is given by Ko U K; where Ky is

a countable set and K def {kap, pubk 4, privk, | A,B € Ag,A # B}.
pubk 4 is A’s public key and privk 4 is its private key. kap is the (long-
term) shared key of A and B. For k € K, k, the inverse key of k, is
defined as follows: pubk, = privk 4 and privk 4 = pubky for all A € Ag,
and k = k for all the other keys. For every agent A, the set of keys
which are assumed to be always known to A, denoted K4, is defined to
be {kap,kpa, pubk 4, privk 4, pubkg | B € Ag,B # A}. We also assume a
countable set of nonces N. (‘Nonce’ stands for “number once used”). We
also assume a perfect nonce generation mechanism which can generate a
nonguessable, unique nonce on each invocation. 7y, the set of basic terms,
is defined to be K U N U Ag. The set Ko U N U Ag will also play a special
role in the subsequent development. We use the notation Ty to denote it.

Further we fix the nonce ng and the key kg € Ky for the whole discourse.
They will essentially play the role of the intruder’s initial knowledge, as will be
explained later.



Terms

The set of information terms is defined to be
T = m ’ (tl,tg) ‘ {t}k

where m ranges over 7y and k ranges over K. These are the terms used in the
message exchanges below. The term {t}; is an abstract notation where we
make no cryptographic assumptions about the algorithm used to form {t¢}
from ¢ and k. It could stand for ¢ encrypted with the key k, or it could also
stand for ¢ appended with a signature using the key k. Following the lead of
Dolev and Yao [10] we make the perfect encryption assumption. This means
that a message encrypted with key k can be decrypted only by an agent
who has the corresponding inverse k. We thus abstract away cryptographic
concerns and can treat encryption and decryption as symbolic operators.
We also abstract away the real-life phenomenon in which some honest agents
lose their long-term keys, unlike [18] which models this explicitly using the
notion of an Oops event.

We have also assumed, in keeping with [10], that the terms which are
communicated in message exchanges come from a free algebra of terms with
tupling and encryption operators. This means that we are operating on a
space of symbolic terms. This view of terms abstracts away the fact that in
the underlying system all messages are bit strings. Thus we sometimes refer
to some terms as being of bounded length, even in systems which work with
an infinite set of nonces and keys.

Another key point to note is that we work only with atomic keys. Work-
ing with constructed keys instead would allow us to model more real-life
protocols, but some of our results on message generation would fail to hold
in a framework which allows constructed keys.

The notion of subterm of a term is the standard one — ST (m) = {m}
for m € To; ST((h,12)) = {(t1,t2)} U ST(t1) U ST(t2); and ST({t}) =
{{t}r, k} U ST(t). t' is an encrypted subterm of t if t' € ST(t) and t' is
of the form {t"};. EST(t) denotes the set of encrypted subterms of ¢.
The size of terms is inductively defined as follows: |m| = 1 for m € 7o;
((t1,82)] = [t1] + [ta] + 1 and |{£}] = [t] + 2

Actions

An action is either a send action of the form A!B:(M)t or a receive action
of the form A7B:t where: A € Ho,B € Ag and A # B; t € T; and
M C ST(t)N (N U Kp). For simplicity of notation, we write A!B:t¢ instead
of AlB:(() ¢t. The set of all actions is denoted by Ac, the set of all send



actions is denoted by Send, and the set of all receive actions is denoted by
Rec.

The agent B is (merely) the intended receiver in A!B: (M)t and the pur-
ported sender in A7B:t. As we will see later when the semantics of protocols
is elaborated, every send action is an instantaneous receive by the intruder,

and similarly, every receive action is an instantaneous send by the intruder.

For a = A!B: (M)t, term(a) ¢ and NT(a) © M and for a = A?B:t,

term(a) 4 and NT(a) g, NT(a) stands for the new terms generated
during action a. The notation is appropriately extended so that we can talk
of terms(n), NT(n) and Actions(n), for n € Ac*. We also use the notations
ST (a) and EST(a) with the obvious meanings.

Acy, the set of A-actions is given by {C!D: (M)t,C?D:t € Ac | C = A}.
For any n € Ac* and A € Ag, nlA, A’s view of 7, is defined to be the
subsequence obtained by projecting 1 to actions in Acg4.

Protocol specifications

Definition 2.1 A protocol is a pair Pr = (C,R) where
e C, the set of constants of Pr, denoted CT(Pr), is a subset of Ty,

e R, the set of roles of Pr, denoted Roles(Pr), is a finite nonempty subset
of Act such that for all n € R, there is some A € Ho such that
n € Ack, and

e CNNT(R)=0.

Definition 2.2 An information state s is a tuple (sa)acag where s4 C 7T
for each agent A. S denotes the set of all information states. For a state s,
we define ST (s) to be U ST (s4).

Ae€Ag

Definition 2.3 Given a protocol Pr = (C,R), init(Pr), the initial state of
Pr is defined to be (Ta)acag where for all A € Ho, Ty = CU K4 and
Tr = CUK[U{NQ,kQ}.

We do not explicitly model intruder actions in our model. Therefore we
also do not explicitly model the phenomenon of the intruder generating new
nonces in the course of a run, as is done in some other models (for instance,
[11]). An alternative would be to provide an arbitrary set of nonces and keys
to the intruder in the initial state. We follow the approach of just providing
the intruder with the fixed nonce ng and the fixed key kg in the initial state.



They serve as symbolic names for the set of new data the intruder might
generate in the course of a run. This suffices for the analysis we perform in
our proofs later. We will ensure as we develop the model that ng and kg are

not generated as a fresh term by any honest agent in the course of a run of
Pr.

Example 2.4 A version of the Needham-Schroeder protocol ([17]) is pre-
sented in this example. The protocol Prys is given by (C,R) where C = (),
and R = {n1,n2} where n; is the following sequence of actions:

2. A ? B : {Z, v} pubk ,
3. A ! B {Y} pubk

and 79 is the following sequence of actions:

?7 A {A, 2} puv
A (y) {xa y}pubkA
7A {y}puka

vl ioy

1.
2.
3.

The protocol has two roles: we call n; the initiator role and 7y the re-
sponder role. A sends the new nonce x to B as a challenge to prove his
(B’s) identity. She then receives a response to it as also a challenge from B
in the form of a nonce y. She finally responds to B’s challenge by sending
back y. Since only B can decrypt the contents of the first message, A is at
least convinced that B is alive. Similarly, B first receives a challenge from
A and responds to it while issuing his own challenge. He finally receives the
response to his challenge. Since only A could have decrypted the contents
of the message sent by B, the latter is at least convinced that A is alive.
O

The protocol is abstractly presented as a finite set of roles which uses
names from an abstract name space. But it is intended to represent the po-
tentially infinite set of its runs which use an infinite set of concrete names.
Runs are obtained by combining several instantiations of the roles of the pro-
tocols, where each instantiation is got by substituting appropriate concrete
names for the abstract names.

Example 2.5 An example run of Pryg is &1, given below:



(771’ 01, 1) c I (m) {C’ m}PUbkj
(m2,02,1) D 7 C : {Cm} pubk
(77270'2, 2) D ! C : (n) {m,n}pubkc
(m,01,2) C 7 I {m,n}pubk,
(m,o1,3) C ! 1 {n}pubk,
(m2,02,3) D 7 C {n} pubk

Here m and n are distinct concrete nonces, and C and D are concrete
agent names. I is the intruder. o; is a substitution such that o1(z) = m,
o1(y) = n, 01(A) = C and 01(B) = I. o2 is a substitution such that
oa(x) = m, o2(y) = n, 02(A) = C and o9(B) = D. (n;,05,k) is the
occurrence of the kth action of the role n; under the instantiation o;.
Incidentally, the above run illustrates Lowe’s famous attack ([14]) on
the Needham-Schroeder protocol. The intruder fools D into thinking she
is talking to C, and uses a parallel session with C in his (intruder’s) own
identity to help him respond properly to D. O

The rest of the section is devoted to defining the semantics of protocols,
as outlined above. But we work only with abstract names for ease of presen-
tation. We use renamings of abstract names instead of substitutions from
abstract names to concrete names. It can be checked that all the results go
through even if we change the formalism to introduce concrete names etc.

Substitutions and events of a protocol

A substitution o is a partial map from Ty to Ty such that:
e for all A € Ag, if 0(A) is defined then it belongs to Ag,
e for all k € Ky, if o(k) is defined then it belongs to K, and
e for all n € N, if o(n) is defined then it belongs to N.

Substitutions are extended to terms, sets of terms, actions and sequences
of actions in a straightforward manner. We present the interesting cases:

e o(pubky) and o(privk 4) are defined only if o(A) is defined, in which
case they are defined to be pubk, 4y and privk, ), respectively.

e o(kyp) is defined only if o(A) and o(B) are defined and different from
each other, in which case it is defined to be k;(4)y(B)-



e o(A!B:(M)t) is defined only if o(A), o(B) and o(t) are defined, o(A)
is different from o(B), and o(A) € Ho, in which case it is defined to
be o(A)lo(B):(c(M))o(t).

e 0(A?B:t) is defined only if 0(A), o(B) and o(t) are defined, o(A) is
different from o(B), and o(A) € Ho, in which case it is defined to be
o(A)?o(B):o(t).

A substitution o is said to be suitable for an action a iff o(a) is defined,
and suitable for a sequence of actions n iff o(n) is defined. o is said to be
suitable for a protocol Pr if o(t) is defined and equal to t for all constants
t € CT(Pr). For any T C Ty, o is said to be a T-substitution iff for all
x € Ty, if o(x) is defined then o(x) € T.

Note that substitutions are partial maps rather than total maps. This
makes sense because when we define instantiations of roles, we only need to
provide instantiations for the set of names mentioned in the role.

An event is a triple (n,0,Ip) such that n € Ac™, o is a substitution
suitable for 7, and 1 < Ip < |n|. The set of all events is denoted Events. An
event (1, 0,lp) is said to be well-typed iff o is well-typed. For a set T' C Ty,
an event (1,0, lp) is said to be a T-event iff o is a T-substitution. An event
e = (n,0,lp) is said to be an event of a protocol Pr if n € Roles(Pr) and o
is suitable for Pr. The set of all events of Pr is denoted Events(Pr).

For an event e = (n,0,lp) with n = ay---ay, act(e) def o(ap). If
Ip < |n| then (n,o0,lp) —¢ (n,0,lp + 1). For any event e, LP(e), the
local past of e, is defined to be the set of all events €' such that e’ige.
For any event e, term(e) will be used to denote term(act(e)) and similarly
for NT(e), ST (e), EST(e), etc. For any sequence { = ey --- ey of events,

terms (&) def U term(e;). NT(&), ST(§), EST(E) etc. are similarly de-
1<i<k
fined. For any sequence of events £ = ey - - - e, Events(§) def {e1,...,ex}.

Message generation rules

Definition 2.6 A sequent is of the form T Ft where T C7T andt e T.

An analz-proof (synth-proof) m of T+ t is an inverted tree whose nodes
are labelled by sequents and connected by one of the analz-rules (synth-rules)
i Figure 1, whose root is labelled T + t, and whose leaves are labelled
by instances of the Ax, rule (Axs rule). For a set of terms T, analz(T)
(synth(T")) is the set of terms t such that there is an analz-proof (synth-
proof) of T +t.

For ease of notation, synth(analz(T)) is denoted by T.

10



— Ax,
TU{t}+t
TUf Rt
@]
TE (t,t
TF(t,ta) split;(i = 1,2)
Tkt THt THFty pair
TrH{thy T+k TH ()
decrypt
THt THt T'_kencrypt
T {t}
—T " Wil reduce "
TEt synth-rules
analz-rules

Figure 1: analz and synth rules.

The analz-rule decrypt says that if the abstract term {t}; and k can be
derived from 7', then ¢ can also be derived. This could either mean decrypt-
ing the encrypted term {t}; using the inverse key k. It could also mean
the verification of a signed term {t} using the corresponding sign verifier
k. Thus this is an abstract rule in which depending on the status of k,
the concrete algorithm which leads to the derivation of ¢ differs. Similarly,
the synth-rule encrypt could denote either encryption or signing. The rule
reduce really says that {{t}}; is a different abstract notation which denotes
the same term as ¢. This is again a consequence of the fact that {¢t}; de-
notes different cryptographic algorithms — encryption, decryption, signing,
verifying signatures, etc.

Example 2.7 Let T = {t} where t = ({{(m,n)}x}w, (k,%¥")). The analz-
proof given in Figure 2 shows that m € analz(T). For readability, we denote
{{(m,n)}r}r by t1, (k, k') by to, {(m,n)}r by t3 and (m,n) by t4. O

Example 2.8 Let T = {m,n,k,k'} and t = {{(m,n)}r}r. The synth-
proof given in Figure 3 shows that ¢ € synth(7"). For readability, we denote
{(m,n)}r by t; and (m,n) by ts. O

We state some basic properties of the synth and analz operators in the
following proposition (see also [18]). The proofs are by a routine induction

11
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AXa T Sp||t2 T e Xa
T+t THF Tt
decrypt — SPiiyy
TFts THE
decrypt
Tkt .
——— splity
THm
Figure 2: An example analz-proof.
? Axg - Axg
THFm THFn pair AXS
TFty
encrypt —— Ax,
THt T+HEK
encrypt
THt

Figure 3: An example synth-proof.

on proof trees.

Proposition 2.9 Let T, 7" C T, t € T and o be a substitution. Then the
following properties hold:

T C analz(T) and T C synth(T).

if T C T then analz(T) C analz(T") and synth(T) C synth(T").
analz(analz(T")) = analz(T") and synth(synth(T")) = synth(T).

t € synth(T') iff t € synth(T'N ST(t)).

o(analz(T')) C analz(o(T)) and o(synth(T")) C synth(o(T)).

It immediately follows from the above proposition that T is closed under
synth. The following proposition says that it is closed under analz as well,
thus immediately implying the important statement that T = T for all sets
of terms T'. It is worth noting that this result depends on the fact that only
atomic keys are allowed in the framework.

Proposition 2.10 For all T C 7T, analz(T) =T.

Proof: The inclusion from right to left is trivial. We prove the other
inclusion now. Suppose t € analz(T). Suppose 7 is an analz-proof of T - .

12



We prove by structural induction that for every subproof w of m with root
labelled T + r, r € T. From this it follows that t € T as well.

Suppose w is a subproof of 7 with root labelled T F 7 such that for all
proper subproofs w; of @ with root labelled T + 11, r; € T. Then we prove
that » € T as well. We only consider the case when the rule applied at the
root of w is Ax, or decrypt. The other cases can be similarly handled.

e Suppose w is the following proof:

Ax,

TkHr

Then r € T by definition and we are through.

e Suppose w is the following proof:

TH{r}y TFk

decrypt

By induction hypothesis {{r};,k} C T. From the definition of synth-
proofs it follows that for all atomic terms m in T = synth(analz(T)),
m € analz(T). Since k is an atomic term, it follows that k € analz(T).
From the fact that {r}; € synth(analz(T)), it easily follows that either
{r}r € analz(T) or {r,k} C synth(analz(T)). In the first case, since
k € analz(T), it follows that r € analz(T) C T. In the second case also
r € T and we are through. O

Information states and updates

Definition 2.11 The notions of an action enabled at a state and update of
a state on an action are defined as follows:

o A!B:(M)t is enabled at s iff t € s4 UM.

e A7B:t is enabled at s iff t € 57.
o update(s, A!B: (M)t) s where sy =saUM, s = sy U{t}, and
for all agents C distinct from A and I, sy, = sc.

13



e update(s, A?B:t) ©F s where sy = sa U{t} and for all agents C

distinct from A, sp = sc.
update(s,e) = s, update(s,n - a) = update(update(s,n),a).

An aspect worth noting here is that the intruder is acting as an un-
bounded buffer which synchronises with each send and receive event of the
honest agents. In effect the intruder is playing the role of the network as
well, but there are some vital differences. The intruder is assumed not to
lose any message (even though it might not be passed on to the intended
recepient). This simplifies much of our analysis since at any point in time,
the intruder has all the messages exchanged thus far. In a real-life situa-
tion the network (having finite memory) might lose some information and
hence our analysis might get more complicated due to consideration of past
information.

Definition 2.12 Given an information state s and & = ey - - - ey, a sequence
of events, infstate(s,eq---ex) is defined to be update(s, act(ey)--- act(eg)).
An event e is said to be enabled at (s, ) iff LP(e) C {e1,...,ex} and act(e)
is enabled at infstate(s,&).

Given a protocol Pr and a sequence & = e1---ep of events of Pr, we
define infstatep,(§) to be infstate(init(Pr),e1---er). We omit the subscript
Pr if the context is clear. An event e of Pr is said to be enabled at a sequence

¢ of events of Pr iff e is enabled at (init(Pr),&).

The following two propositions, which state that if an agent A is not “in-
volved” in an action a then a does not affect A’s state, are easy consequences
of the definition of update.

Proposition 2.13 Suppose s is an information state, 1 is a finite sequence
of actions, A € Ho and a & Aca. Then (update(s,n))a = (update(s,n-a))a.
As a consequence, for all information states s, all finite sequences of actions
1 and for all honest agents A, (update(s,n))a = (update(s,n[A))4.

Proposition 2.14 Suppose s is an information state, 1 is a finite sequence
of actions, and a is a receive action. Then (update(s,n)); = (update(s,n -

a));.

Runs of a protocol

We isolate the sequences of events which can possibly occur as runs of pro-
tocols in the following definition. In the next definition, we define the set of
runs of a given protocol.
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Definition 2.15 A sequence of events ey --- ey is said to be a run with re-
spect to an information state s iff:

o foralli:1<i<k, e; is enabled at (s,e1---¢€;_1),

e foralli: 1 <i <k, NT(e;) NST(s) =0, and for all i < j < k,

NT(e;)NNT(ej) =0. (This is the unique origination property of runs.)

For any T C Ty, a run £ is said to be a T-run if it is composed only of
T-events.

Definition 2.16 Given a protocol Pr, a sequence & of events of Pr is said
to be a run of Pr iff it is a run with respect to init(Pr). We let R(Pr) denote
the set of all runs of Pr.

The following is an easy consequence of the definition of runs.

Proposition 2.17 Suppose & = ey --- e is a Tun with respect to a state s.
Then for all i < k, NT(e;) N ST (infstate(s,eq1---e;—1)) = 0.

Essentially, the admissibility conditions on runs of protocols achieve the
same effect as a presentation in which each agent maintains information
about the set of sessions he/she is participating in. In the latter, more
operational approach, on receiving a message (which belongs to a particular
session), some variables associated with that session would get updated.

Our approach is more denotational than operational in that we abstract
away from the specifics of the update of agents’ information. For us, a run is
not just a sequence of actions but a sequence of events. An event is a record
of an action occurrence in a particular context. Thus the substitutions
which form part of the events uniquely identify the session of which a given
action is part of. They also identify the actual terms substituted for all the
variables mentioned in the role. Thus the effect of the more operational
models is achieved by imposing conditions on runs. The agents’ information
state represents only the messages the agent possesses and can synthesize,
and not any other control information. Thus when an agent receives a
message t, it just adds ¢ to its state. There is no need to update any control
information.

The secrecy problem

Definition 2.18 A basic term m € 1y is said to be secret at state s iff there
exists A € Ho such that m € analz(sa) \ analz(sy). Given a protocol Pr and
€ € R(Pr), m is said to be secret at & if it is secret at infstate(§). & is leaky

15



iff there exists a basic term m and a prefiz £ of € such that m is secret at
& and not secret at €.

The secrecy problem is the problem of determining for a given protocol
Pr whether some run of Pr is leaky.

Thus we say that a run is leaky if some atomic term is secret at some
intermediate state of the run but is revealed to the intruder at the end of
the run. It is possible that there are protocols for which leaks of the above
form do not constitute a breach of security. A more general notion would
be to allow the user to specify certain secrets which should not be leaked and
check for such leaks. In this paper, we prove the decidability of the secrecy
problem (defined above) for a subclass of protocols. It is still not known
whether there is a “reasonable” syntactic subclass of protocols for which
the more general secrecy problem (which checks for leaks of user-specified
secrets) is decidable.

Example 2.19 The run &; of Example 2.5 is leaky. This is because n is
secret at the prefix & = (n1,01,1) - (n2,02,1) - (12, 02,2) of &, whereas it is
not secret at &7. O

3 Well-formed protocols

In the literature, protocols are informally presented as a sequence of commu-
nications of the form A— B:t. There are also some other “well-formedness”
conditions which are implicitly assumed. In this section, we formalise these
criteria and explore their consequences. The main property of well-formed
protocols is that for each of their roles and plays, every send action in it is
enabled by the previous actions. As a result, when we analyse well-formed
protocols, checking enabledness of send actions by honest agents is relatively
straightforward. If € is a run of a well-formed protocol and e is a send event
such that LP(e) C Events(§), then as a consequence of the propositions
proved in this section, e is enabled at £ and hence £ - e is also a run of the
protocol. Thus it suffices to consider mainly the changes in the intruder
state while analysing such protocols. This has also been the standard prac-
tice in the analysis of security protocols. It can be seen that it is the implicit
assumption of well-formedness that justifies this practice.
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Well-formed protocols

Definition 3.1 A sequence of actions 7 = ay---ay is said to be send-
admissible with respect to a state s if for all i < £, if a; € Send then a;
is enabled at update(s,ay---a;—1). n is said to be send-admissible with re-
spect to a protocol Pr iff it is send-admissible with respect to init(Pr).

For any send action A!B:(M)t with B € Ho, we say that B?A:t is its
matching receive action.

Definition 3.2 A well-formed protocol is a pair Pr = (C,n) where:
e C, the set of constants of Pr, denoted CT(Pr), is a subset of Ty, and
o 1 =aiby---apby € AcT such that:

— foralll <1i < /¥, a; is a send action and b; is its matching receive,
— 1 is send-admissible with respect to (K4 U C)acag, and
— NT(n)nC=0.

For a well-formed protocol Pr = (C,n), Roles(Pr), the set of roles of Pr,
is defined to be the set {nfA| A € Ag and n[A # €}.

Despite different styles of presentation, in fact well-formed protocols are
closely related to protocols as defined in Definition 2.1.

Proposition 3.3 For every well-formed protocol Pr = (C,n), (C, Roles(Pr))
s a protocol.

Proposition 3.4 All roles of a well-formed protocol Pr = (C,n) are send-
admissible with respect to Pr.

Proof: For simplicity of notation, let sy denote init(Pr). Suppose n =
ay ---ay and suppose ( = a;, ---a;, is a role of Pr, i.e., ( = n[A for some
A € Ho. By Proposition 2.13, it is clear that for all j : 1 < j < r,
(update(so, a1 ---ai;))a = (update(so,ai, -+~ ai;))a. The send-admissibility
of ¢ follows from the above equality, and the fact that 7 is send-admissible
with respect to Pr (the last fact is because Pr is a well-formed protocol).

O

Proposition 3.5 Suppose Pr = (C,n) is a well-formed protocol, ¢ is a role
of Pr and o is a substitution suitable for Pr and (. Then o(() is send-
admassible with respect to Pr.
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Proof: For simplicity of notation, let sy denote init(Pr). Note that ( = n[A
for some A € Ho. Since o is suitable for Pr and (, o is defined on all actions
occurring in ¢, and o(m) = m for all m € CT(Pr). We first prove for all
prefixes ¢ of ¢ that o(sy) C (s7)s(a) by induction on [¢’| (where we denote
update(sg, (") by s and update(so,o(¢")) by s}):

¢’ =e: In this case s = s| = s9. Now it is clear that ¢(C) = C and
o(Ka) = Ky4). Since A € Ho, o((s0)a) = CUo(K4). Further
(50)o(a) 2 CUKy(4) (With inequality when o(A) = I). It immediately
follows that o(s’y) C (87)o(a) in this case.

¢"=("-a: Note that o(¢") = (") - o(a). For simplicity let us denote
update(sg,¢") by §” and update(sp,o(¢")) by s]. We need to prove
that o(s’y) C (5])s(a) assuming that o(s}) C (57)o(a)-
Now if a = A!B: (M)t then s’y = s’y U M. Since o(s"y) C (s])s,, an
since o(s'y) = o(s’y) U o (M) and ( Do) = (87)os U J(M) (because
o(a) = o(A)lo(B):(a(M))a(t)),it follows that o(sy) C (57)o(a
The case when a = A?DB:t is identically handled. This proves the
induction case.

From Proposition 3.4 it follows that ( is send-admissible. Now consider any
prefix ¢’ -a of ¢ with a € Send. For simplicity let us denote update(sg,(’) by
s" and update(so,o(¢’)) by s7. We know that term(a) € s’y U NT(a). There-
fore term(co(a)) is the same as o(term(a)), which belongs to o(s’y U NT'(a)).
But it follows from Proposition 2.9 that o(T) C o(T') for any ¢ and T'. Fur-
ther o(s’yUNT(a)) = o(s’y)UNT (c(a)) and by what has been proved above
o(s'y) C (51)s(a). Putting all this together we see that term(o(a)) belongs

to (81)o(a) U NT'(o(a)). This shows that o(¢) is also send-admissible. [

Context-explicit protocols

Definition 3.6 A well-formed protocol Pr = (C,n) with n = a1by - - - aghy is
called o context-explicit protocol iff:

e for all substitutions o,0’ suitable for Pr, for alli < j </, and for all
t € EST(a;) and t' € EST(a;), if o(t) = o’'(t') then t =t and i = j.

o foralli < {, there exists somen € NT(a;) such that for all t belonging
to EST (a;) there exists t' and k' such that t = {(n,t") }r.
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The syntactic restrictions imposed in the above definition are in keeping
with the prudent engineering practices for cryptographic protocols advo-
cated in [1]. In particular, Principle 1 of [1] says the following:

Every message should say what it means: the interpretation of
the message should depend only on its content. It should be pos-
sible to write down a straightforward English sentence describing
the content — though if there is a suitable formalism available
that is good too.

Quoting [1] further:

All the elements of [the] meaning [of a message] should be explic-
itly represented in the message, so that a recipient can recover
the meaning without any context.

We would like to view the restrictions imposed in Definition 3.6 as achieving
the above effect by making the context explicit in the message itself. This
earns these protocols the name context-explicit protocols.

A particular instance of the above principle is that for every encrypted
term ¢’ an agent receives in the course of a run, it knows precisely the term
t occurring in the protocol specification of which ¢’ is an instance. This
is ensured by the first clause in the definition of context-explicit protocols.
We might also want that instantiations of ¢ belonging to different events
are somehow distinguishable. This is ensured by the second clause in the
definition, which attaches a new nonce to every instantiation of a term. A
discussion of the reasonableness of these restrictions is provided at the end
of the paper.

The following is an important technical consequence of the fact that
distinct nonces are appended to the encrypted terms occurring in each send
message. It is used in proving bounds on the length of runs which we need
to consider when analysing a context-explicit protocol for secrecy.

Proposition 3.7 Let Pr = (C,a1by---agby) be a context-explicit protocol
and let ey -+ - e, be a run of Pr. Then for all receive events ex(k < ), there
is at most one send event e; such that EST(e;) N EST (ex) # 0.

Proof: Suppose e; - - e, is a run of Pr and suppose there is a receive event
e, and two send events e; and e; (with ¢ # j) such that neither EST (e;)
nor EST(e;) is disjoint from EST(ey). Suppose t; € EST(e;) N EST (ey)
and t; € EST(e;) N EST (er). From the definition of context-explicit pro-
tocols it is clear that for all events e of &, there exists a nonce n such that

19



for all t € EST(e), t = {(n,u)}r for some u and k. Further if e is a send
event, n € NT(e). Thus there exist n; € NT(e;) and nj € NT(e;) such that
ti = {(ns,u;) }g;, and t; = {(nj,u;)}g; for some u;, uj, k; and k;. Now both
t; and t; belong to EST(ey), therefore it follows that n; = n;. But then
n; € NT(e;) " NT(e;), which violates the property of unique origination of
nonces. This contradicts the fact that £ is a run. This contradiction leads us
to conclude that there is at most one ¢ such that EST (e;)NEST (e,) # 0. O

The main result of this paper is that the problem of determining for a
given context-explicit protocol Pr whether it has a leaky run is decidable. The
proof of this theorem constitutes the following sections.

4 Decidability for bounded length runs

In this section, we prove the decidability of a restricted secrecy problem —
that of checking for a given protocol Pr and a number r whether there is
some leaky run of Pr of length bounded by r. The trouble is that the set
of such runs is still infinite. We show that we can always suitably rename
nonces and keys occurring in runs with nonces and keys from a fixed finite
set. Since there can only be finitely many runs which can be thus formed,
we get the desired decidability result.

Fix a context-explicit protocol Pr = (C,n) with n = a1b; - - - agby for the
rest of the section. For any number r, R, (Pr) o {{isarunof Pr | [{| <r}.
For any T' C Ty and any number r, we define RX (Pr) to be {¢ | £ is a T-run
of Pr of length at most r}.

Suppose we fix a finite T' C Ty and a number r. It is clear that there
are only finitely many T-substitutions suitable for Pr. Let there be b such
T-substitutions. It now follows that there are at most by = 2-£-b; T-events.
This bound easily follows from the fact that the set of distinct (1,4) pairs
where 7 is a role of Pr and 1 < |i] < |n| is 2 - £. This coupled with the
number of T-substitutions gives us bs. From this it easily follows that there
are at most (by 4+ 1)” runs in R (Pr). Thus we see that R (Pr) is a finite,
effectively constructible set, and therefore the problem of checking whether
there is a leaky run in R (Pr) is decidable.

Below we explain how to define a finite set T'(r) for any given number
r such that R,(Pr) has a leaky run iff R?(r)(Pr) has a leaky run. Suppose
w is the maximum size of any term occurring in the specification of Pr, and
suppose p is the maximum length of any role of Pr. Given r, fix three sets

NT(r) C N\ C, Ko(r) € Ko\ Cand Ag(r) C Ag\ C such that |[N(r)| =
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|Ko(r)| = |Ag(r)] = r-p- (w+2). (The reason for choosing this specific
number will become clear as we develop the proof of the following lemma.)
T'(r) is defined to be N(r)U Ko(r) U Ag(r) U CT(Pr).

Lemma 4.1 For any r € N, if R,.(Pr) has a leaky run then Rz(r)(Pr) also
has a leaky run.

Proof: We first set up some notation which we use locally in this proof:
for any action a of the form A!B: (M)t or A?B:t, parties(a) (the set of
apparent (not actual) participants in the action a), is defined to be {A, B}.
For any sequence of actions n = ay - - - ay, parties(n) = U parties(a;). Let
1<i<t
us define the domain of n for any n € R to be (ST(n) U parties(n)) N Tp.
Note that for all » € R, the domain of 7 contains at most p - (w + 2) terms.
It clearly suffices to consider events of Pr of the form (n,o,lp) where the
domain of o is restricted to the domain of 7. Let us call such events as
domain-restricted events. A run composed only of domain-restricted events
is called a domain-restricted run.

Let us define the range of a run £ to be the union of the ranges of all
substitutions o such that (n,o,lp) € Events({) for some n and Ip. (Note
that by range of a substitution o, we mean the set {o(x) | z € Ty and o(z)
is defined}.) If we consider a domain-restricted run ¢ of length at most r,
then it is clear that the range of £ has at most r-p- (w+2) terms. Now T'(r)
contains r - p- (w+2) nonces and the same number of keys and agent names.
Therefore there exists at least one injective substitution from the range of &
to T'(r).

Fix one such substitution 7¢ for each such bounded-domain run ¢ in
Rr(Pr). (It is the renaming map associated with £.) For any such run
§ = e1---ep with e; = (4,04, Ip;) for each i < K, define 7¢(§) to be the
run 7¢(eq) - - - 7¢(er) where ¢(e;) = (13, 7¢ 0 03, Ip;) for each ¢ < k (for each
x € Tg, (1¢ 0 0)(x) is defined to be 7¢(0i(x))).

Now for every domain-restricted run £ € R, (Pr), it is a simple mat-
ter to check that for any prefix ¢ of £, A € Ag and t € T, t belongs to
(infstate(&')) 4 iff 7¢(t) belongs to (infstate(re(€')))a. Also t is leaked in &
iff 7¢(t) is leaked in 7¢(§). From this it easily follows that 7¢(§) is in fact a

run of Pr (and so belongs to R;‘F(T)(Pr)) and that it is leaky if and only if £
is leaky.

Thus we have shown that if there is a leaky run in R, (Pr), then there is
also a leaky run in RZ(T)(Pr). O
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From the above discussion we conclude the following:

Theorem 4.2 The problem of checking for a given protocol Pr and a given
bound r whether there is a well-typed leaky run of Pr of length bounded by r,
is decidable.

5 Decidability for good runs

In this section, we define the notion of a good run and prove some basic
properties of good runs. We also prove that the problem of checking whether
there is a good leaky run of a given context-explicit protocol is decidable.

Good runs formalise a notion of “well-behavedness” of runs. The essen-
tial property of good runs is the following;:

e Given a context-explicit protocol Pr = (C,n) and a good run e; - - - e,
of Pr, none of the e;’s is enabled by another event which is an instance
of a later communication in 7.

Definition 5.1 Suppose Pr = (C,n) is a context-explicit protocol and § =
e1---ep is a run of Pr. Fori,j <k, e; is called a good successor of e; (and
e; a good predecessor of e;) in & iff i < j and at least one of the following
conditions holds:

® € —y €.
e ¢; is a send event, e; is a receive event, and EST(e;) N EST (e;) # 0.

For i < k, e; is called a good event in £ iff either i = k or there is some
J > 1 such that e; is a good successor of e;. e; is called a bad event iff it is
not a good event. A run £ is called a good run iff all its events are good.
A subsequence ey - - - e, of  is called a good path iff for all j <r, ej11 is a
good successor of e;.

The following propositions list some useful properties of good runs.

Proposition 5.2 Suppose Pr = (C,a1by ---agby) is a context-explicit pro-
tocol and & is a run of Pr. Then all good paths in & are of length at most
2-4.

Proof: For convenience, define the following notation: for all ¢ : 1 <1 < /£,

C2.i—1 def a; and co. def b;. Suppose e;---¢, is a good path in & with
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e; = (G, 04, Ip;) for all @ < r. Since for all j < r, e; is an event of Pr, it is
clear that there exists some i; < 2- /£ such that (;(lp;) = ¢;;.

We now show that for all j < r, i; < ij41, using the fact that e;;q is a
good successor of e;. There are two cases to consider:

ej —¢ €j+1: In this case it is clear that (; = (j41, 05 = 0j41 and Ip; 1y =
lpj + 1. Now (j is a role of Pr and hence a subsequence of ¢; - - - ca..
Thus ¢;; occurs earlier in ¢ - - - c9.p than Cijis and hence i; < i;41.

act(ej) € Send, act(ej+1) € Rec and EST(e;) N EST(ej41) # 0: It is clear
now that ¢;; is a send action and ¢;; , is a receive action, and also that
Cijpq—1 is a send action with term(c;;,, 1) = term(c;;,,). Thus it fol-
lows that there exist ¢ and ¢’ belonging to EST(c;;) and EST(ci;,, 1)
respectively, such that o;(t) = o0;11(t'). But from the definition of
context-explicit protocols, it follows that ¢ = ¢’ and i; = i;41 — 1. This
shows that i; < i;41.

From this it follows that there is a sequence i1 < --- < 4, < 2 - £ such
that for all j <r, (j(lp;) = ¢;;. This suffices to prove that r <2 - /. O

Lemma 5.3 Suppose Pr = (C,a1by---agby) is a context-explicit protocol
and & is a good run of Pr. Then |€| < 2%+ — 1.

Proof: Suppose & = e1---eg. Since £ is a good run of Pr, all the events
e; (1 < k) are good. This means that for all i < k, thereis some j : 1 < j <k
such that e; is a good successor of e;. It easily follows that for all i < k, there
is a good path from e; to eg. For all i : 0 < i < 2./, define the set E; to be
the set of events e occurring in £ such that the shortest good path from e to
e, is of length . From Proposition 5.2 we know that all good paths of £ are
of length at most 2 - £. Thus the set of events occurring in £ is partitioned
by the sets FEy,...,FEs,. From Proposition 3.7, we can conclude that for
every receive event e occurring in ¢ there is at most one send event €’ in ¢
such that EST(e) N EST(e’') # (. Further for every event e there is at most
one €’ such that ¢ —, e. Thus every event occurring in £ has at most two
good predecessors, and thus for all i < 2-¢, |[E;y1| < 2-|E;|. Thus it is easy
to see by induction that for all i < 2-/, |E;| < 2%, and that |¢] < 2241 —-1. O

Lemma 5.3 and Theorem 4.2 immediately imply the following theorem.

Theorem 5.4 The problem of checking for a given context-explicit protocol
Pr whether there is a good leaky run of Pr is decidable.

23



6 Reduction to good runs

In this section we prove the main result of this paper — if a context-explicit
protocol has a leaky run then it has a good leaky run. Thus the secrecy
problem for context-explicit protocols is reduced to searching whether there
is a good leaky run, and an appeal to Theorem 5.4 yields Theorem 6.4, the
main result of the paper.

6.1 How to eliminate terms

Suppose T is a set of terms and u is a term such that v € T. Can we remove
a term ¢ (with the property that EST(t) N EST(u) = 0) from T but add a
set of atomic terms T' such that it is still the case that u € (T'\ {¢t})UT"?
The following lemmas show that under some additional assumptions this is
possible. They will be crucially used later in the reduction to good runs.
We split the task mentioned above into two parts, first handling the case
when u € analz(T') and then considering what happens when u € T.

Lemma 6.1 Suppose T' = (analz(S; U{t}) \ analz(S1)) N7y for some sets of
terms S1 and Sy and some term t.

1. Let u be a term and let ™ be an analz-proof of S1 U Sz U {t} F u such
that for all keys k € ST(S1 U {t}) such that k labels a non-root node
of @, k € analz(S; U {t}).

Then u € (analz(Sy U {t}) N ST(t)) Uanalz(S1 US, UT).

2. Let u € synth((analz(S, U {t})NST(t)) Uanalz(S1 U S2UT)) such that
EST(u)NEST(t) =0. Thenu € S1USy UT.

Proof:

1. Suppose 7 is an analz-proof of S;USy;U{t} F u. We prove by structural
induction that for every subproof w of 7w with root labelled S; U Sy U
{t} F w, w belongs to (analz(S; U {t}) N ST(t)) Uanalz(S1 U Sy UT).
Suppose w is a subproof of m with root labelled S; U Se U {t} F w
such that for all proper subproofs wy of @ the statement of the lemma
holds. Then we prove that it holds for w as well. We only consider
the cases when the rule applied at the root of w is Ax, or decrypt. The
other cases can be handled by a routine application of the induction
hypothesis.

e Suppose w is the following proof:
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Ax,
S1U Sy U{t} Fw

Then w € S1USoU{t}. If w =t then w € analz(S1U{t})NST(t).
If we S US; then w € analz(51 US; U T).

e Suppose w is the following proof:

(1) (w2)

SlUSQU{t}I_{’lU}k SlUSQU{t}l_E
51U52U{t}l—w

decrypt

By induction hypothesis {w}, € analz(S1U{t})Uanalz(S;US2UT)
and k € analz(S; U {t}) Uanalz(S; U Se UT).

{wly, € analz(S; U Sy UT): If k € analz(S; US> UT) then w is in
the same set as well and we are done. If on the other hand
k € analz(S; U {t}), then k € K N (analz(S1) U (analz(S; U
{t}) \ analz(S1))). But this implies that k € analz(S; UT) C
analz(S; U So UT) and hence w is also in the same set.

{w}y € analz(S; U {t}) N ST(t): It is evident that k € ST(S; U
{t}). Thus by assumption k € analz(S; U {t}) and hence w
is also in the same set. Clearly w € ST'(t) as well.

2. Let us denote by W the set ((analz(S; U {t}) N ST(t)) U analz(S; U
SoUT)) N ST (u). It is clear that u € synth(W). Now w € ST (u)
for every w € W, and since EST(u) and EST(t) are disjoint it is also
the case that EST(w) and EST(t) are disjoint. We prove below that
W C 51 USy UT; this suffices to prove that ©w € S;U Sy UT.

So suppose w € W. Then w € analz(S; U Sy UT) U (analz(S; U
{t}) N ST(t)). If w € analz(S; U Sy UT) we are done. Suppose
w € analz(S;U{t})NST(t). In this case, as observed above EST (w)N
EST(t) = (), and hence from w € ST(t) it follows that EST (w) = (.
This means that w is just a tuple of atomic terms. In this case it
is clear that w € synth(analz({w}) N 7p). But then analz({w}) N7y C
analz(S1U{t})N7y C analz(S; UT). This implies that w € S; U Sy UT
and the proof is done. O

The following lemma is vital in proving that if m is secret at a run £ of a
protocol Pr, then m is also secret at &', where £’ is got by eliminating some
events and renaming some atomic terms of &.
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Lemma 6.2 Suppose S is a set of terms and T C analz(S)NTy. Suppose T
is a substitution with the property that for all x € To \ T, 7(x) = = and for
alzeT, 7(x) € S. Then for all t € analz(7(S)), there exists r € analz(S)
such that T(r) = t.

Proof: Suppose 7 is an analz-proof of 7(S) - t. We prove by structural
induction that for every subproof @ of 7 with root labelled 7(S) F w, there
exists r € analz(S) such that 7(r) = w. Suppose w is a subproof of 7
with root labelled 7(S) F w such that for all proper subproofs w; of w the
statement of the lemma holds. Then we prove that it holds for w as well.
We only consider the cases when the rule applied at the root of w is Ax,
or decrypt. The other cases can be handled by a routine application of the
induction hypothesis.

e Suppose w is the following proof:

T(S) Fw

Then w € 7(S5) which means that there exists r € S C analz(S) such
that 7(r) = w.

e Suppose w is the following proof:

(1) (w2)

(S F fwh  r(S)FE
T(S)Fw

decrypt

By induction hypothesis there exist r’, 7" € analz(S) such that 7(r') =
{w}r and 7(r") = k. It is clear that ' is of the form {r}, with
7(r) = w and 7(k’) = k, and r” is of the form k”. We need to prove
that r € analz(S5).

— Suppose k' € T. It then follows that ¥’ € Ky and hence it
follows that k' = &’ and that &’ € analz(S) (since T C analz(S5)).
Coupled with the fact that {r}; belongs to analz(S), we have
that r € analz(S).
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— Suppose k' € T. From the definition of 7 we see that ¥ = k.
Thus {r}x belongs to analz(S).
If K € T, then since 7(T) C S C analz(S) it follows that k is in
analz(S). If k" ¢ T, from the definition of 7 it follows that k" = k,
and thus it is again clear that k € analz(S) (since T' C analz(9)
and k =k" €T).
Coupled with {r}; € analz(95), this implies that r € analz(95), as
desired. O

6.2 Reduction to good runs

In this subsection we proceed to prove the reduction to good runs using the
properties proved in the previous subsection. We briefly present the key
ideas in the proof before proceeding to the formal presentation. Suppose
a given context-explicit protocol has a leaky run £. If it is not good, we
define a new run by eliminating the latest bad event of £. This loses some
information — more specifically, the messages occurring later than this event
may no longer be constructible. Here is where the results of the previous
subsection come in handy. We know that the eliminated event is a bad
event and hence does not have encrypted subterms in common with the
later events. With some effort we can apply Lemma 6.1 to this case, so
all the later messages do not need all of ¢ but just the set T of new terms
occurring in ¢ learnt by the intruder during the latest bad event. If the
intruder is provided with this information in his initial state then we can
show that even after eliminating the latest bad event we have a run. Recall
that we let ng and kg stand for the intruder’s knowledge, so adding T to the
intruder’s state is formally achieved by mapping all of 7" to {ng, ko}. This
new run is then shown to be leaky by applying the results of the previous
subsection. After the latest bad event is eliminated, it is easy to see that
none of the later events become bad. Some of the good events occurring
before this bad event might become bad after its elimination. But clearly
the index of the latest bad event of this new run decreases. We can now
repeat the above process till we get a good run.

Lemma 6.3 Suppose Pr = (C,a1by ---agby) is a context-explicit protocol
which has a leaky run. Then it also has a good leaky run.

Proof: We fix the following notation for the rest of the proof. Fix a
leaky run £ = e;---e, of Pr, none of whose proper prefixes is leaky. Let
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ej = (nj,04,lp;) for j < k. For any j <k, t; = term(e;). For any j : 1 <
J <k, & denotes e - - - e;, s; denotes infstate(§;) and T denotes (s;);. For
,7:1<i<j<k, 5;’ denotes ey ---e;_1€;41---¢jif i < jand §_1if i = j,
s;i denotes infstate(&]i) and iji denotes (S;Z)[ We also denote init(Pr)
by sg and (sg)r by Tp.

Suppose € is not a good run. This means that there is a bad event in &.
Let r be the index of the latest bad event in £ (i.e. r = maz({i < k|e;is
a bad event of £})). Notice that by definition ey is a good event, and hence
r < k. Define T to be (analz(7}) \ analz(T,—-1)) N Zy. Since &, is not leaky,
it follows that no m € T is secret at &._1. Thus it has to be the case that
T C NT(e,) € N UK.

Let 7 be a substitution which maps every n in TN N to ng, every k in
T N Ky to kg and is identity on all the other terms in Ty. (Recall that ng
and ko are fixed constants in the intruder’s initial state.) For all j < k, we
define €} to be (n;,7 o 0,1p;), where (7 0 0;)(t) = 7(0;(t)) for all . We
define & = € ---¢e}.. Analogous to the notations based on &, we define the
n/otatlons th, &, 85, T, (&), (8');" and (T7);" based on ¢. Note that
th=1(ty), & = 7(§;), T; = 7(T}) and so on.

We now show that (£'),") is a run of Pr and that it is leaky; but the
index of the latest bad event (if any) in (£')," is less than r, and hence we
can repeat the process on the new run, eventually obtaining a good run.

We now prove that (§')," is a run of Pr and that it is leaky, thus con-
cluding the proof of the theorem.

Claim: (¢)," is a run of Pr.

Proof of Claim: Since ¢ is a run, it follows that NT(e;) N ST (sp) = 0
for all ¢ < k, and that NT(e;) N NT(ej) = 0 for all ¢ < j < k. Since
T C NT(e,) it follows that TN NT(eq) = 0 for all ¢ # r. It thus follows
that NT(e;) = NT(ey) for all ¢ # r. It is now easy to see that for all
i < k,i#r, NT(e}) N ST(sp) = 0 and that for all ¢ < j < k,i,j # r,
NT(e;) N NT(e}) = 0. Thus (£')," satisfies the unique origination property.
We concentrate on proving that all its events are enabled at the end of the
preceding events.

By definition of bad events it follows that e, # e, and for all ¢ : r <
q < k, eq is not a good successor of e,. This implies in particular that
for all ¢ : r < ¢ < k, =(e;, —¢ e4). From this it also follows that for all

q:1r7<q<k, ﬂ(erigeq), ie., e, € LP(eq).

e We first consider the case when e, is a receive event. Then by Propo-
sition 2.14, T, = T,_1 and thus T' = (). Then it is clear that 7 is the
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identity map on terms. Hence & = £. It suffices to prove that & " is
a run of Pr. Firstly it is clear that £._; is a run of Pr. Consider a
g such that » < ¢ < k. Since all events in LP(e;) occur in §,_; and
er & LP(eg), it follows that all events in LP(e,) occur in § .

Now if e, is a receive event, then since T, = T,_; it is clear that
Tq_fl = T,—1 and hence t; € Tq_fl. This suffices to show that e, is
enabled at §q__r1. If e, is a send event, then since instantiations of roles
of Pr are send-admissible, e, is enabled at §q__r1.

Let us now consider the case when e, is a send event. We first show that
¢, isarun of Pr. Since T'C NT(e,) and since NT(e,) N ST (s,—1) =
(), 7 does not affect any term occurring in &._1. Hence it follows that
for all ¢ < 7, tq = t, 54 = sy, and T, = T;. Thus for all ¢ < r, e is
enabled at & ;. This means that £, _; is a run of Pr.

We now show that for all ¢ : 7 < g <k, e is enabled at (¢),”;). We
first note that for any i < j < k, e; —y ¢; iff €] — e;», e; € LP(e;) iff
e; € LP(e}), and EST(e;) N EST(e;) # 0 iff EST(e}) N EST(e};) # 0.
These statements immediately follow from the definitions.

Fix a ¢ such that r < ¢ < k. There are two cases to consider:

— If e, is a receive event, then it is clear that ¢, € synth(U) where
U = analz(T;—1) N ST (ty). Consider some v € U and an analz-
proof 7 of Ty F u. It is clear that for all keys k, if k € (so)a
for some A € Ag then k € (so)p for some B € Ag. Further for
any index i, if k € NT(e;), then k € Ky and hence k = k. So
we can say that for any k € K, if k € (s;)4 for some A € Ag
then k € (s;)p for some B € Ag. Further note that if k € ST (s;)
then k € (s;)4 for some A € Ag, and therefore k € (s;)p as well,
for some B € Ag. Now since £,_; is not leaky, it follows that
whenever k € ST(s,) for some r < ¢ and k € analz(T,_1) then
k € analz(T}). Thus T}, Ty—1\ Ty, tp, T, u and 7 play the role
of S1, Sy, t, T, u, and 7 respectively in item 1 of Lemma 6.1 and
it follows that analz(T,-1) C (analz(7;) N ST'(t;)) U analz(T,;).
Thus ¢, € synth((analz(T;.) N ST(t;)) U analz(T,; UT)). Now
since e, is not a good predecessor of e,, EST(t,) N EST(t,) = 0.
Thus the conditions of item 2 of Lemma 6.1 are fulfilled, and
hence ¢, € Tqirl UT. Applying Proposition 2.9 and using the fact

that 7(7") C Ty, we conclude that t; = 7(t,) € 7(T,”) UT(T) =

(T"),”,. Hence e is enabled at (£'),”;.
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— If ¢4 is a send event then e’q is also a send event. Now since the
instantiations of roles of Pr are send-admissible it immediately
follows that ¢; € (7"),”,. Hence e is enabled at (£'), ;.

This proves that (£')," is a run of Pr.
Claim: (¢)," is leaky.
Proof of Claim: We first prove that some m which is secret at £,_1 belongs
to analz(T, "UT). If e, is a receive event, then by Proposition 2.14 it follows
that Tj, = T, " and hence there is some m which is secret at {;_; and which
belongs to analz(7, "). (This follows from the fact that & is itself leaky).
Suppose now that e, is a send event. Consider an analz-proof of T}, = m/' for
some m’ which is secret at £,_1. Let m be a subproof of this proof with the
property that the root of 7 is labelled by some m which is secret at &._q
and none of the m” labelling the nonroot nodes of 7 is secret at &,_1. Then
it is clear that T,_q1, T \ T}, t,, T, m and 7 play the role of Sy, Sy, t, T,
u and 7 respectively in item 1 of Lemma 6.1 (if k labels a node of 7 and if
k € ST(s,) then since k is not secret at &_1 it follows that k € analz(T}.))
and we get m € (analz(T;) N ST(t,)) Uanalz(T, " UT). But since &, is not
leaky, m ¢ analz(7;). Thus m € analz(T,;" UT'). From this it follows that
T(m) € analz((T"),").

We now prove that 7(m) is secret at ('), ";. Since m is secret at {,_; and
T C analz(T,) C analz(Ty_1), it follows that m ¢ T. Therefore 7(m) = m.
Since m is secret at 1, it is clear that m ¢ analz(T)_1). Now we observe
that 7' C analz(T;,) N Ty C analz(T;—1) N To. Further, for all x € Ty \ T,
7(z) = x and for all € T, 7(x) € Tp_1. Thus Ty_1, T and 7 satisfy
the conditions of Lemma 6.2, and we thus see that whenever ¢ € analz(T},_,)
there exists r € analz(Tj_1) with 7(r) = ¢. But the only 7 such that 7(r) = m
is m itself (since m & analz(Tk_1), it is also the case that m ¢ T_1, but for
any « such that 7(z) # x, 7(x) € Tx—1). This coupled with the fact that
m ¢ analz(Tj,_,) implies that m ¢ analz(T}_,). From this it follows that
m ¢ analz((T"),",) as well, and thus that 7(m) = m is secret at (&), ";.
This concludes the proof that (£')," is leaky.

We have thus proved the reduction to good runs. O

Lemma 6.3 and Theorem 5.4 immediately yield us the following theorem.

Theorem 6.4 The problem of checking for a given context-explicit protocol
Pr whether there is a leaky run of Pr is decidable.
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7 Discussion

A naive algorithm to check secrecy based on the proofs presented here would
proceed by trying to guess a good leaky run of a given context-explicit pro-
tocol (presented as a sequence of actions). Since good runs are of bounded
length, and further the bound on their length also determines a bounded
universe of atomic terms from which to construct terms, we have a NEX-
PTIME algorithm. But we conjecture that this can be improved to get a
DEXPTIME algorithm. We believe that it would be an algorithm which
tries to incrementally build a good leaky run and use an appropriately intel-
ligent backtracking strategy so as not to explore more than an exponential
number of states.

Most well-formed protocols occurring in the literature ([7]) can be easily
transformed into “equivalent” context-explicit protocols by the use of simple
tagging schemes. For example, the Needham-Schroeder protocol presented
in Example 2.4 can be modified to the following form:

Message 1. A — B {1, A z}puk,
Message 2. B — A {2, 2,y}pubk,
Message 3. A — B :{3,m,y}pubk,

The new nonce m has been added to Message 3 to make sure that the second
condition in the definition of context-explicit protocols, namely that every
message has a unique nonce occurring in all its encrypted components, is
met. We have also added number tags to ensure the the first condition,
which ensures that encrypted components across messages are not unifiable.

An alternative approach is to transform the semantics of protocols rather
than protocols themselves. Tagging schemes similar to those we have pro-
posed can be introduced in the run-generation mechanism to capture a no-
tion of “well behaved runs”. Here we should note that while non-unifiability
across communications can be ensured by the use of a finite number of tags
(which can be determined from the protocol specification), adding a new
nonce to each message is quite an expensive operation. The trouble with
maintaining nonces is that they need to be unguessable for most purposes.
But we claim that the results in this paper do not require this property of
the nonces that are added as tags. An analysis of our decidability proof
shows that the only argument which refers to the nonces added as tags is
the proof of Proposition 3.7, and there the only property used is the fact
that distinct events generate distinct new nonces. Thus it suffices to use
some other more efficient notion like sequence numbers or play identifiers,
which come with a guarantee of freshness but not necessarily nonguessabil-
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ity, and achieve the effect needed for our decidability proof to go through.
This discussion makes it clear that we can efficiently associate a tagged event
with every event of a given well-formed protocol.

Such simple schemes do not always work, though. Consider for example
the Woo and Lam protocol 7; from [25]:

Message 1. A — B : A

Message 2. B — A :x

Message 3. A — B :{A,B,x}i,,

Message 4. B — S {A, B, {Aa Ba x}k,qs }k:BS
Message 5. S — B :{A,B,x}i,

Here A passes {A, B,z}i,, to B in message 3. B cannot decrypt the
message and read its contents but just passes it on to the server .S in message
4. Now according to the requirement of context-explicit protocols distinct
tags have to be added to the component {A, B, z},, occurring in message
3 and message 4. But such a tagging scheme cannot be implemented since B
cannot replace the tags before passing on the message to S. Here we see that
tagging conflicts with admissibility. It can be seen that this problem exists
also with respect to other protocols with “blind relay” — for instance the
Yahalom protocol, Denning-Sacco protocol, and Ottway-Rees protocol, as
presented in [7]. It has been noted however ([15]) that one can find protocols
“equivalent” to the Woo-Lam protocol which avoid the problem of “blind
relay” as above. For instance, A could send the message directly to the
server instead of through B. Another point to be noted is that the tagging
scheme used in [5] can be used to tag even protocols with blind relays.

In the informal discussion above we referred to an equivalence on proto-
cols. We present a few definitions which formalise this notion. This notion
has already been discussed in the literature in some form or other. (See [13],
for instance).

We first define when a run of a given protocol is equivalent to a run of
a different protocol.

Definition 7.1 Given two sets of events, E and E’, a one-one function
f:E — E' and a set T of terms, we say that a run & is (f,T)-equivalent to
& if & = f(€) and for all prefizes & of € and A € Ag, (infstate(§1))aNT =
(infstate(f(&1)))aNT.

Definition 7.2 A run ey ---e, of a protocol is said to be honest iff for all
Jj < k such that act(e;) is a receive action, there exists i < j such that
act(e;) is a send action and act(e;) is its matching receive.
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Thus, the intruder plays a relatively passive role in honest runs. The most
it does is to block certain messages and deliver multiple copies of certain
messages to the intended recipient.

Definition 7.3 A protocol Pr' is a safe transform of another protocol Pr
if there exists a one-one function f : Events(Pr) — Events(Pr') and a set
C C CT(Pr') such that (letting T =T \ C):

e cvery honest run of Pr has an (f,T)-equivalent honest run of Pr', and

o cvery run of Pr' is (f,T)-equivalent to some run of Pr. (In particular,
for every leaky run of Pr’' there is a corresponding leaky run in the
original protocol Pr.)

The set C' is the set of special constant terms used as tags in the messages
of the original protocol. It is to be noted that for most of the tagging schemes
of the kind outlined above, for every leaky run of the tagged version there
is an equivalent leaky run in the original version. (Simply omitting the
tags usually gives us a leaky run of the original protocol.) But the problem
with protocols like the Woo-Lam protocol is that not all honest runs have
corresponding tagged runs.

The above definitions are presented in full generality without considering
the question of effectiveness. Hence the problem of checking whether a
given well-formed protocol has a safe transform, or even the simpler one of
checking whether a given protocol is a safe transform of another, might not
be effectively solvable. But it is an easy matter to define transformations as
functions from one protocol specification to another, and then we can handle
effectiveness issues. But if we want to construct efficient safe transforms of
well-formed protocols to context-explicit protocols, we might need to adapt
our model slightly depending on the situation. For instance, we might add
a new syntactic entity called sequence number, with the idea that we have
available a sequence number generator which provides a distinct (but not
necessarily nonguessable) number at each invocation, and use these entities
in the syntactic transformation of protocols. Such transformations have the
desired property of being easy to implement, while at the same time being
amenable to useful theoretical discussion.

As mentioned earlier, the secrecy problem is undecidable in general.
It can be seen that relaxing the conditions on well-formed protocols and
context-explicit protocols allows us to code the halting problem for two-
counter machines as a secrecy problem. The idea in the coding is to represent
transitions of two-counter machines as roles of the protocol. The terms used
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in the protocol represent configurations of the two-counter machine, which
are of the form (g, m,n) for some natural numbers m and n. The roles of
the protocol look like the following:

A?B:{q,y, x}kAB7 {xla x}kAB; AlB: (y/) {ql7 Y, x/}kAB7 {y, y/}kAB'

Note that the syntax restriction is not respected by this protocol as
distinct communications have encrypted subterms which are unifiable —
{¢,v,2}k,, and {¢,v',2'}k,,, for instance. The ability to generate new
nonces allows us to code the natural numbers, and the unifiability of en-
crypted terms allows us to code the behavior of the machines which use
the output configuration of one transition as the input configuration of an-
other. This is the key to undecidability. (The report [22] has more details.)
Another point to note is that protocols like the above which code up ma-
chines are typically not even well-formed. In fact, it is still open whether
the secrecy problem for well-formed protocols is decidable.

While we have studied only the secrecy problem here, we can observe
that the technique may be used to prove the decidability of other security
problems as well. For instance, suppose we wish to check whether there is
a run of a protocol in which, at some event, the proposition A has m holds;
that is, in the information state of A after this event, A has the (atomic)
term m. If we come up with a suitable notion of good runs particular to
each such property, then the reduction to good runs can be performed as
described in the paper. This suggests that the exercise may well be carried
out for a simple modal logic with an eventuality modality.
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