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Logistic Regression

» Logistic Regression with logit-link

log (%) =x"B=Bo+Bix1+ -+ xBp

» Logistic Regression with probit-link

O Hp)=x"B=PFo+Bx+ -+ XBp

» How to estimate 37



Likelihood Function of Probit Model

» Suppose {y;, x;}7_; contains n independent samples

» For the single observation, the probit model is

Py, =1x) = &(x/B)=p
Py =0x) = 1-(x B =1-p,

» The likelihood of a single observation (vi,xi) is

F(yi,xilB) = pf'(1 = pi) D) = &(x7 B)[1 — &(x B)] )

» Since the observations are independent, the joint likelihood of
the entire sample is

n

L(B;y,X) = H <¢(XfT:8)yi[1 — ‘D(XinB)](lyi)) Cmi
i=1



Log-Likelihood Function of Probit Model

> The joint likelihood of the probit model is

n

c(By. x) =[] <¢(x,-Tﬁ)”[1 - ¢(X,-TB)](1‘”)>

i=1
> The log-likelihood function of probit model is

n

InL(B;y,X) =) <y,- In®(x"B) + (1—y;)In(1— d)(x,-Tﬁ)))

i=1

> The negative log-likelihood function of probit model is

—InL(B;y,X) = — Z (y,- Ind(x B)+(1-y;) In(l—CD(X,-Tﬁ')-)'l
i=1 C i



Likelihood Function of Logit Model

» Suppose {y;, x;}7_; contains n independent samples

> For the single observation, the logit model is

) = _2PTB)
Plyi=1b) = 7 exp(x/ B)
.
P(y; =0lx;)) = s = ;

14 eXP(X,'TIB) 1+ eXP(X,'TIB)

» The likelihood of a single observation (y;, x;) is f(y;, x;|3) =

py,(l i p,')(l_)/i) _ < exp(xl_TB) )yi |:1 B exp(x,-T,B) ](1—)/:')

1+exp(x” 3) 1+exp(x” 3)

cin

i



Likelihood Function of Logit Model

» The likelihood of a single observation (y;, x;) is

flyi,xlB) = pr(1—p)t)
< exp(x; B) >y,-< 1 )(l_yi)
1+ exp(xiTB) 1+ eXP(X,-T:@)

» Since the observations are independent, the joint likelihood of
the entire sample is

n

LBy, X) =] <P,-y"[1 - pf](l‘y")),

i=1

X X-T



Maximum Likelihood Estimates of 3
» The Maximum Likelihood Estimates (MLE) of 3 is
B = argmax L(B;y,X)
= arggnax In £(B;y, X)

= argmin [—In L(3;y, X)]
B8

» Gradient Descent Algorithm can be used to minimise negative
log-likelihood function

» This is general recepie of any statistical model

» For simple linear regression one can show that Cmi
the OLS estimator of 3 is also MLE



In practice...

» You don't have to implement any optimization

» There are two Python module which implement logistic
regression

1. statsmodels
2. sklearn (aka., scikit learn)

» There is a built-in function called glm in R-package named
stats.

» You can use whatever you find suitable to you

cmy



In the next video...

» | will discuss the statistical inference with logistic regression...



