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Abstract. We relate the variance theory for Cousin complexes �] devel-oped by Lipman, Nayak and the author to Grothendieck duality for Cousincomplexes. Speci�cally for a Cousin complex F on (Y; �)|with � a codimen-sion function on a formal scheme Y (noetherian, universally catenary)|and apseudo-�nite type map f : (X; �0)! (Y; �) of such pairs of schemes with codi-mension functions, we show there is a derived category map 
!f (F) : f ]F !f !F , functorial in F 2 Coz�(Y), inducing a functorial isomorphism f ]F 'E(f ]F) �!� E(f !F) (where E is the Cousin functor on (X; �0)). The map
!f (F) is itself an isomorphism if (and clearly only if) f !F is Cohen-Macaulayon (X; �0)|which will be so, for example, whenever the complex F is injec-tive or whenever the map f is 
at. For a �xed Cousin complex F on (Y; �),
!f (F) is an isomorphism for every map f with target (Y; �) if and only if Fis a complex of (appropriate) injectives. For a �xed map f , the functorial map
!f is an isomorphism of functors if and only if f is 
at.We also generalize the Residue Theorem of Grothendieck for residualcomplexes to Cousin complexes by de�ning a functorial Trace Map of gradedOY{modules Trf (F) : f�f ]F ! F (a sum of local residues) such that when fis pseudo-proper, Trf (F) is a map of complexes and the pair ( f ]F ; Trf (F))represents the functor Hom( f�G; F) of Cousin complexes G on (X; �0).
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DUALITY FOR COUSIN COMPLEXES 139
1. IntroductionThis paper integrates the variance theory of Cousin complexes|worked out byLipman, Nayak and the author in [LNS]|with the variance theory of the twistedinverse image (\upper shriek") occurring in Grothendieck duality for noetherianformal schemes in the form obtained by Alonso, Jerem��as and Lipman in [ AJL2](with a very important input from Nayak [Nay]).It is useful for this introduction to use the catchall symbols �] and �! todenote in one stroke the entire variance theory for Cousin complexes in [ LNS]and the variance theory of \upper shriek" respectively. First, let us point to tworesults in this paper which can be stated entirely in terms of Grothendieck duality,i.e., entirely in the framework of �!. To �x ideas we will (for this paragraph)restrict ourselves to ordinary noetherian excellent schemes admitting codimensionfunctions1. The �rst one, viz. Theorem 7.2.2, says that if f : X ! Y is a separated�nite type map and � is a codimension function on Y , then the twisted inverseimage functor f ! takes Cohen-Macaulay complexes (with respect to �) to Cohen-Macaulay complexes (with respect to f ]�, where f ]� is as in [LNS, Example 2.1.2])if and only if f is 
at. The second result (viz. Theorem 6.3.5) concerns Gorensteincomplexes on (Y;�), i.e., complexes F which are Cohen-Macaulay with respect to �and such that the associated Cousin complex E�F is a complex of injective quasi-coherent OY {modules (cf. [Hrt, p. 248] where Hartshorne unnecessarily restrictshimself to bounded complexes). We show that F is Gorenstein with respect to � ifand only if f !F is Cohen-Macaulay with respect to f ]� for every separated �nitetype map f whose target is Y .The above results are not our main results, but they are the ones that couldbe stated without referring to the constructions in [ LNS] and therefore provide akinder gentler introduction for the lay reader to our work. However, the proofs ofthe just stated results (which are valid for formal schemes) require an understandingof the interrelationships between �] and �! (the main theme of this paper).The constructions of �] and �! are in spirit and outlook antithetical. Theapproach to Grothendieck duality in [AJL2] and [Nay] is global, top down andholistic|in the spirit of Deligne and Verdier (cf. [D1], [D2] and [V]). One beginsby providing �! for pseudo-proper maps by global methods; and then works one'sway downward (via the 
at base change theorem [AJL2, Theorem7.4]) to pseudo-�nite type maps which are composites of compacti�able maps by showing that �!is local. This is not straightforward|the stumbling block being the fact that in thecategory of formal schemes a closed subscheme of an open subscheme of a scheme Xneed not be an open subscheme of a closed subscheme of X. The \localness" of �!is proved by Nayak [Nay] via a surprising twist of Deligne's argument for ordinaryschemes.At the other extreme is the construction of the variance theory �]. The outlookfrom the outset is punctual (complete local rings!). And reductionist in the followingsense; the initial search is for the basic irreducible units (the atoms) of such a theoryat the level of formal neighborhoods of points and sheaves supported there|i.e. atthe level of complete local rings and zero-dimensional modules (cf. [ Hu1]). In suchan approach it has to be an article of faith that these local (punctual) constructions

1i.e. an integer valued function � on the given scheme Y such that �(y0) = �(y) + 1 if y0 isan immediate specialization of y (cf. [LNS, xx 2.1]).
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somehow link up and give a global canonical variance theory. This faith is notmisplaced and in [LNS] the core result is that given data of the form

D = (X f�! Y; �;F)where f is a morphism in the category F of [LNS] (which is included in the categoryof formal schemes with codimension functions on them, and essentially pseudo-�nitetype maps), � is a codimension function on Y and F is a Cousin complex on (Y; �),there is a Cousin complex f ]F on (X; f ]�) which is functorial in complexes F with a�xed codimension function �. Here f ]� is the codimension function on X inducedby f as in [LNS, 2.1.2]. The basic units for this construction are modules oncomplete local rings (R; mR) such that �mRM = M (i.e. M is a zero-dimensionalR{module). In [Hu1], I-Chiau Huang worked out a variance theory �# for suchobjects with respect to local homomorphisms (R;mR) '�! (S;mS) of complete localrings such that the residue �eld extension kR ! kS is �nitely generated. For Das above and a point x 2 X with f(x) = y, one has a map 'x : bOY;y ! bOX;x andthe functor f ] is so constructed that|among other properties that it enjoys|itsatis�es the relation (f ]F)(x) = 'x#F(f(x)). The construction is done in such away that �] is a variance theory, i.e. it is a pseudofunctor.What then do these theories have to do with each other? 2 For data D withf a composite of compacti�able maps (so that f ! exists) there seems no obviousway to compare f ]F and f !F . And the hope (admittedly faint) that the two mightbe abstractly isomorphic in D(X) is dashed by the counter-example obtained bysetting (with k a �eld) X = Spec(k), Y = Spec(k[T ]), f the map given by thenatural map (T 7! 0) : k[T ]! k, and F = f�k�. The natural codimension function� on Y for the Cousin complex F is the one which gives the closed point of Y valuezero. In this instance f ]F = k� and f !F = k� � k�[1]. In fact f !F is not evenCohen-Macaulay (with respect to the codimension function � 0 = 0) and so is farfrom being isomorphic to f ]F . However, note that E(f !F) is indeed isomorphic tof ]F , where E is the Cousin functor associated with � 0(= f ]�).We show that this is true in general for data D. We also investigate when f ]Fand f !F are isomorphic. The bridge between the two theories is a derived categorycomparison map f ]F ! f !F which on applying the (appropriate) Cousin functorE transforms to an isomorphism. The key to obtaining this map is the observationthat if the point x is closed in its �ber, then with M = F(y), R = bOY;y andS = bOX;x there is an R{linear punctual trace map Tr f;x(F) : 'x#M ! M whichinduces an isomorphism �: 'x#M �!� HomcR(S; M ) [Hu1, Chapter 7]. This allowsone to have a map of graded OY{modulesTrf (F) : f�f ]F ! F :(TR)Our principal results are the following.1) (The Trace Theorem) If f inD is pseudo-proper then the trace map Trf (F) isa map of complexes (cf. Theorem 2.4.2(a)). The crucial step here is the proof of thetrace theorem for (relative) projective space over ordinary schemes. This takes up aconsiderable amount of time, and involves digressions into residues and the residuetheorem for projective space. Once the trace theorem is established for projectivespace, then the proof given in [Hrt] for residual complexes applies without change2I am aware that this might be come under the heading of \setting up a straw man" but thiswas indeed my original confusion.
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to our situation. The punctual trace Tr f;x has a transitivity property which nowgives the following result (cf. Theorem 2.4.2(b)): let g :W! X be a second pseudo-proper map. Then identifying (fg)]F with g]f ]F (a part of the variance theoryfor �]) we have TrfgF = Trf (F) � f�Trg(f ]F):2) First suppose f as above is pseudo-proper. Let ( f !; �f ) be the dualizingpair given by Grothendieck duality. By the universal property of ( f !; �f ), the mapTrf (F) gives rise to a map 
 !f (F) : f ]F ! f !Fsuch that �f (F) � Rf�(
 !f ) = Trf (F) (cf. (4.1.1)). We are implicitly identifyingRf�F with f�F since F , being a Cousin complex, is 
asque. Next suppose fcompacti�able. Then 
 !f can be de�ned as v�
 !�f where v is an open immersion,�f a pseudo-proper map and f = �fv. We show that this is independent of thecompacti�cation (v; �f) of f . We actually show more. Suppose f is a composite ofcompacti�able maps. Then applying the just described process repeatedly one cande�ne 
 !f . We show in Theorem 4.1.4 that this is independent of the factorizationof f as a composite of compacti�ables, and that this comparison map respectspseudofunctoriality (in a sense made precise by Theorem 4.1.4(b)). We point outthat in the \classical" situation (i.e., ordinary schemes : : : ), a separated �nite typemap is always compacti�able by a theorem of Nagata [N]. (See also [Lu] and [D3].)3) Suppose f in D is a composite of compacti�able maps. Set fEF = E(f !F)where E = Ef]� is the Cousin associated with the codimension function f ]� onX. Applying E to 
 !f we obtain a map of Cousin complexes on (X; f ]�),


Ef (F) : f ]F ! fEF :Theorem 6.3.1 states that 
Ef (F) is an isomorphism. The proof is not straightfor-ward. The crucial step is Theorem 5.3.2 which states that if f is smooth then themap 
 !f (F) is an isomorphism (note that the last is a statement about 
 !f which isstronger than the corresponding statement about 
Ef ). The proof here is involvedand in the end amounts understanding Grothendieck duality for smooth maps aswell as the compatibility of local and global duality in terms of endomorphisms ofresidual complexes. This result on smooth maps takes up all of Section 5. Nowa general f of the type we are considering can be locally factored as a closed im-mersion followed by a smooth map, whence we are reduced to showing 
Ef (F) isan isomorphism when f is a closed immersion. This is easily proven (cf. Corol-lary 6.2.5.1).4) A consequence of the circle of ideas above is Theorem 6.3.2 which states that
 !f (F) is an isomorphism if (and clearly only if) f !F is Cohen-Macaulay with respectto f ]�. We use ideas from Suominen [Su] who shows that (with a �xed codimensionfunction) the category of Cohen-Macaulay complexes is equivalent to the categoryof Cousin complexes. Now f !F being Cohen-Macaulay can be viewed as a conditionon F (if f is allowed to vary) or as a condition on f (if F is allowed to vary withinits codimension class). For �xed F we show that 
 !f (F) is an isomorphism for everycomposite of compacti�able maps f with target (Y; �) if and only if F is a complexof Aqct(Y){injectives. Here Aqct(Y) is the category of quasi-coherent OY modulesF which are torsion, i.e., satisfying � 0YF = F where � 0Y is as in the last paragraphof [AJL2, 1.2.1]. In particular 
 !f (F) is an isomorphism when F is residual. At
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the other end, for a �xed map f : (X; �0) ! (Y; �), we show that 
 !f (F) is anisomorphism of complexes|for all Cousin complexes F with respect to �|if andonly if f is 
at. (Cf. Theorem 6.3.3 and Theorem 7.2.2.) We have already statedthese results (at the beginning of this introduction) entirely in the framework of�!. 5) We show (cf. Theorem 8.1.10) that given data of the form (( X; �0) f�!(Y; �); F) where f is a pseudo-proper map and F is a Cousin complex on (Y; �),the pair (f ]F ; Trf (F)) represents the functor HomY(f�G; F) of Cousin complexeson (X; �0), i.e., the pair (f ]F ; Trf (F)) induces an isomorphism

Hom�0(G; f ]F) �!� HomY(f�G; F):
(Here the left side is the group of morphisms in Coz �0 between G and f ]F .) In otherwords the variance theory �], together with the trace maps (TR) for pseudo-propermaps f , is a true duality theory for Cousin complexes.One consequence is this. Suppose f : (X; �0) ! (Y; �) is a �nite map ofschemes and for F 2 Coz�(Y), f [F 2 Coz�0(X) is the unique complex of quasi-coherent OX{modules satisfying f�f [F = Hom�Y(f�OX; F), then a certain obviousisomorphism of the graded OX modules f ]F and f [F is an isomorphism of com-plexes (cf. Corollary 8.1.11).6) In certain circumstances we can de�ne the twisted inverse image of f evenif f is not a composite of open immersions and pseudo-proper maps. In Section 9we imitate the theory given in [Hrt] to obtain this when Y in the data D hasa bounded residual complex on it. For this we apply the variance theory �] of[LNS] to residual complexes. In this case we de�ne f !E via residual complexesfor objects E in D(Y) such that R� 0YE is in D+(Y) and such that there exists acomplex G with coherent homology sheaves satisfying R� 0YE ' R� 0YG. We alsoshow that this construction is indeed f !E when f is a composite of compacti�ablemaps (cf. Theorem 9.3.10).

1.1. Conventions. In addition to the notations and conventions in [LNS,1.4] we use the following in this paper. Minor di�erences in notation between thispaper and [LNS] are also noted (see item 1 below).(1) We use the upright symbol H i for cohomology rather than the slantedsymbol Hi used in [LNS]. Further if X is a scheme and I an OX ideal thenwe use �I for the functor lim��!n HomOX(OX=In;�) and the symbol �I for theshea��ed version lim��!n HomOX(OX=In;�). In [LNS] the slanted version� is the one used throughout (the context determining the interpretationto be placed).(2) For a locally noetherian formal scheme X,
eDqc(X) := R� 0X�1(Dqc(X))

is the triangulated subcategory of D(X) whose objects are those com-plexes F such that R� 0XF 2 Dqc(X)|or equivalently, R� 0XF 2 Dqct(X).(3) For X as above, D�c (X) is the essential image of Dc(X) under R� 0X, i.e.,D�c (X) is the full subcategory of D(X) such that E 2 D�c (X), E ' R� 0XFwith F 2 Dc(X).
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(4) For X as above,eD�c (X) := R� 0X�1(D�c (X) \D+(X))is the triangulated subcategory of D(X) whose objects are complexes Fsuch that R� 0XF 2 D�c (X) \D+(X).(5) If f : X ! Y is a morphism in F which is pseudo-proper, then we denotethe resulting trace map by �f : Rf�f ! ! 1D(Y). (See [AJL2, Theorem6.1(a)]).(6) The category G has as objects noetherian formal schemes, and its mor-phisms are maps of noetherian formal schemes which are composites ofcompacti�able maps, or equivalently, composites of open immersions andpseudo-proper maps.(7) The category F� has the same objects as F but its morphisms are compos-ites of compacti�able maps, or equivalently, composites of open immer-sions and pseudo-proper maps, i.e., F� = F \G. Note that if f : X! Y isa map in G and Y 2 F then X 2 F (cf. [LNS, 2.1.2]) whence f is a map inF�. The category F�c has the same objects as Fc, and its morphisms aremaps in Fc such that the underlying map of formal schemes is in F�.(8) The category Fr is the full subcategory of F consisting of objects admittinga bounded residual complex [LNS, xx 9.1]. Note that if X f�! Y is a map inF and Y is an object in Fr then X is an object in Fr (cf. [LNS, Prop. 9.1.4]).The category Frc is the full subcategory of Fc consisting of objects (X; �)such that X 2 Fr. Note that if (X; �0) f�! (Y; �) is a map in Fc and(Y; �) 2 Frc , then (X; �0) 2 Frc .(9) For (X; �) 2 Fc, CM(X; �) is the full subcategory of D+qct(X) con-sisting of complexes which are Cohen-Macaulay with respect to �, i.e.,CM(X; �) := D+(X;�)CM \ Dqct(X) with D+(X;�)CM as in [LNS,xx 3.3]. The category CM�(X; �) is the full subcategory of CM(X; �)given by CM�(X; �) = CM(X; �) \D�c (X).(10) If �\ is a contravariant pseudofunctor [LNS, x 4] on a category C then,for a pair of maps X f�! Y g�! Z in C, we write C\f;g for the resultingisomorphism of functors f \g\ �!� (gf )\. A similar convention applies forcovariant pseudofunctors.(11) The important \pseudofunctor" from the point of view of Grothendieckduality is the twisted inverse image \pseudofunctor" (see Section 3). Un-fortunately when we deal with non-ordinary schemes, this is not a pseud-ofunctor. Indeed, if X is a noetherian scheme, then 1!X = R� 0X which isnot in general isomorphic to the identity functor on eD+qc(X). The twistedinverse image is a prepseudofunctor in the sense of [Nay, x 7.2] A (con-travariant) prepseudofunctor �\ is data of the form�(�)\; (�)\; C\(�);(�); �\(�)�satisfying the requirements of [LNS, x 4] for a pseudofunctor, with theexception that �X is no longer required to be isomorphism of functors forX 2 C. We will often abuse terminology and refer to prepseudofunctorsas pseudofunctors.
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(12) Let f : X! Y be a closed immersion of formal schemes (see [GD, p. 442]).Let I be the kernel of the surjective map OY � f�OX, and let Y be theringed space (Y; OY=I). The natural map X ! Y is denoted �f . Notethat �f is 
at and f factors naturally as X �f�! Y i�! Y.(13) A formally �etale map of formal schemes is a formally smooth map whichis of relative dimension 0. Such a map is called �etale if it is essentially ofpseudo-�nite type. Equivalently an �etale map is a smooth map of relativedimension 0. Relative dimension here is as in [LNS, De�nition 2.6.2].(14) A map (X; �0) f�! (Y; �) in Fc (or in F�c , Frc ) is smooth, �etale, pseudo-

proper etc., if the underlying map X ! Y of formal schemes is smooth,�etale, pseudo-proper etc.(15) For (X; �) 2 Fc and F ;G 2 Coz�(X)Hom�(F ; G) := HomCoz�(F ; G):(16) For X 2 F, QX will denote all the localization functors from subcategoriesof K(X) to D(X). The source of QX will be clear from the context. If thesubcategory is Coz�(X) for a codimension function � on X, then we maysometimes restrict the target of QX to CM(X; �) (so that QX becomesan equivalence between Coz�(X) and CM(X;�)). This will also be clearfrom the context.(17) If R is a local ring, mR will denote its maximal ideal and kR the residue�eld R=mR. A 0{dimensional R{module M is (as in [Hu1]) a modulesatisfying �mRM =M .(18) Let x be a point on a noetherian (formal) scheme X, and let M be a 0{dimensional OX;x module. Then ixM will denote the sky-scraper sheaf onX whose sections are M over open sets containing x and zero otherwise.Note that ixM is a quasi-coherent OX{module (cf. [LNS, Lemma 2.3.5]).(19) As in [LNS], for a complete local ring A, A] will denote the categoryof 0-dimensional A-modules. The pseudofunctor on complete local ringsgiven in[LNS, Theorem4.3.1] will be denoted �].
2. TracesIn this section we de�ne a trace mapTrf (F) : f�f ]F �! Fassociated with the data (f;F) where f : (X; �0) ! (Y; �) is a morphism inFc and F is a Cousin complex on (Y; �). More precisely Trf (F) is a map from

Fgtf�f ]F ! FgtF where Fgt is the forgetful functor from complexes to gradedobjects. The most important result in this section is the Trace Theorem, i.e.,Theorem 2.4.2, which asserts that Tr f (F) is compatible with coboundary maps onf�f ]F and F (i.e., Trf (F) is a map of complexes) when f is pseudo-proper. Relatedresults may be found in [Hu2].Before we treat traces, we begin with more preliminary material involving localrings associated with a point on a formal scheme.2.1. Local rings. If X is an ordinary scheme and x a point on X , then thereare two naturally occurring local rings associated with the point x|the stalk Ox ofthe structure sheaf OX at x and the completion bOx of Ox at its maximal ideal. For
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a formal (non-ordinary) scheme there are four local rings that one can legitimatelyattach to a point as we shall see.To simplify the discussion let X = Spf(A; I), where (A; I) is a noetherian adicring. For f 2 A, as is standard in such situations, we set Affg equal to the I{adiccompletion of Af . The points of X are in one-to-one correspondence with openprime ideals of A, and the closed points of X correspond to maximal ideals of A(which are necessarily open in the I{adic topology, since A is complete in the I-adictopology, whence I is contained in the Jacobson radical of A). Let x be a point onX, and let p � A be the open prime ideal corresponding to x. We then have anobvious local ring associated with x, viz. Ap. However, this ring is not the stalk ofOX at x. One veri�es that the following formula gives the stalk at x:

Afpg := lim��!f =2p Affg = OX;x:We have a canonical map Ap �! Afpgwhose I{adic completion is an isomorphism (see proof of [AJL2, Lemma 7.1.1]).Denote the common I-adic completion of Ap and Afpg by A[p] and the common p{adic completion of Ap, Afpg and A[p] by bAp. We then have faithfully 
at inclusionsof local rings Ap � Afpg � A[p] � bAp:We also have formal schemes
X[p] := Spf(A[p]; IA[p])and X�p := Spf( bAp; p bAp)together with natural �etale maps (see 1.1(13))
X�p �! X[p] �! X:

Note that the map X[p] ! X is adic, but the map X�p ! X[p] (as well as the abovecomposite) need not be so.
2.2. Trace at the graded level. Let �] be as in 1.1(19). Suppose ' : R! Sis a morphism in Crf|i.e., R, S are complete noetherian local rings and ' is alocal homomorphism with kS a �nite kR{algebra|and suppose M is an object inR]. According to [Hu1, Chapter 7], we have an R{linear trace map, functorial inM 2 R] TrS=R;M : ']M �!M(2.2.1)

such that the induced map
�S=R;M : ']M �! HomcR(S; M )(2.2.2)

is an isomorphism of S{modules. Moreover if ' is surjective, (2.2.2) recovers theisomorphism in [LNS, Theorem4.3.1 I(ii)]. Note that we are using the fact thatR] = R#, S] = S# and '] = '# where �# is Huang's pseudofunctor on C, thecategory of of complete noetherian local rings and local homomorphisms (cf. proofof [LNS, Theorem4.3.1], especially Lemma 4.3.2). Further, by the commutative



146 PRAMATHANATH SASTRY
diagram on the top of [Hu1, p. 51], if � : S ! T is a second morphism in Crf thenthe diagram �]']M fC';�] //

�T=S ;�S=R
��

(�')]M�T=R
��HomcS(T; HomcR(S; M )) fnatural // HomcR(T; M )

commutes. We are using the fact that the transcendence degrees of the residue �eldextension kR ! kS and kS ! kT are zero, whence C';�] = C';�# by the constructionof �] from �# via [LNS, Lemma 4.3.2] in the proof of [Ibid., Theorem4.3.1]. Asa consequence the following diagram commutes�]']M fC';�] //

TrT=S
��

(�')]MTrT=R
��']M TrS=R // M

(2.2.3)

Next consider datum of the formD = �(X; �0) f�! (Y; �); F ; x�
where f is a map in Fc, F is an object in Coz�(Y) and x is a point on X. Associatedto D we de�ne a punctual trace at x, obviously functorial in F ,

Trf;x(F) =
(TrS=R;M : ']M !M if �0(x) = �(f(x))0 otherwise(2.2.4)

where, in the �rst case, R and S are the completions of the local rings at x andy = f(x) respectively, ' : R! S is the natural map induced by f , and M is F(y).We remind the reader that the condition � 0(x) = �(f(x)) implies that x is closedin the �ber of f over f(x)) (and when f is of pseudo-�nite type, the conditions areequivalent). Varying x, we get a map of graded OY{modulesTrf (F) : f�f ]F ! F(2.2.5)given by Trf (F) = X
x2X if(x)Trf;x(F):More precisely, as we noted before, the source of Tr f (F) is f�FgtXf ]F and the tar-get is FgtYF where Fgt is the forgetful functor from complexes to graded modules.If g : (W; �00) ! (X; �0) is a second map in Fc then from (2.2.3) we see thatthe following diagram commutes:

(fg)�g]f ]F fC]g;f // (fg)�(fg)]F
Trfg
��

f�g�g]f ]Ff�Trg
��f�f ]F Trf // F

(2.2.6)
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We end this subsection by discussing Tr f when f : X! Y is a closed immersion.By [LNS, xx 8.2, Def. 8.3.1 and xx 8.4], for F 2 Coz�(Y) we have an isomorphismf�f ]F �!� Hom�Y(f�OX; F):(2.2.7)We then have
Lemma 2.2.8. Let f : (X; �0) ! (Y; �) be a closed immersion in Fc. Let

e : Hom�Y(f�OX; F)! F be \evaluation at 1". Then Trf (F) is the composite

f�f ]F (2.2.7)����! Hom�Y(f�OX; F) e�! F :
In particular Trf (F) is a map of complexes.

Proof. This follows from [LNS, xx 8.2 (79)] and from the fact that the mapin [LNS, Thm. 4.3.1 I(ii)] is the map (2.2.2) when ' is a surjective map. �

2.3. Relative projective space. The key step for proving the general TraceTheorem is the Trace Theorem for relative projective spaces � : PdY ! Y , afterwhich the proof in [Hrt, VII x 2,pp. 369{373] applies mutatis mutandis.Throughout this subsection Y is a �xed ordinary noetherian scheme. Let� = �Y : P := PdY �! Ybe the relative projective space of �ber dimension d over Y , i.e., � is the �rstprojection in the decomposition Pd = Y �ZPdZ. There is a well known isomorphismZ
� : Rd��!� �!� OY(2.3.1)

(cf. [EGA-III, 2.1.12] or [Hrt, p.152, Theorem 3.4]); the generating section � ofRd��!� corresponding to the standard section 1 of OY described as follows. Wehave P = Proj (OY [T0; : : : ; Td]). Let U = (Ui)di=0 be the open cover of P given byUi = fTi 6= 0g. On U0 \ : : : \ Ud we have inhomogeneous coordinates ti = Ti=T0,i = 1; : : : ; d whence a section
��T := dt1 ^ : : : ^ dtdt1 : : : td 2 !�(U0; : : : ; Ud):

We have an isomorphism Rd��!� �!� Hd(�� �C�(U; !�))and ��T has a natural image in the right side as a �Cech cohomology class. Let � bethe corresponding element on the left side. The section � does not depend on thechoice of homogeneous coordinates T0; : : : ; Td of P (cf. [C, p.34, Lemma 2.3.1]) andis the sought after section.It is well known (and easily veri�ed from the description above) that R� iscompatible with arbitrary base changes Y 0 ! Y . If Y is a�ne, say Y = Spec(A),then de�ne Z
P=Y : Hd(P; !�) �! A:

as the global section of R� .Since the global trace map Tr� is built out of punctual traces, we look intothese traces in somewhat greater detail now. Suppose ' : R ! S is a smooth
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residually �nite map of relative dimension d between complete local rings and Mis an object in R]. From [LNS, Theorem4.3.1, I(i)] we have

']M �!� HdmS (M 
 !S=R)(2.3.2)
and this isomorphism is functorial in M . This gives us a residue map

resS=R;M : HdmS (M 
 !S=R)!M(2.3.3)
de�ned by the commutativity of

HdmS (M 
 !S=R)resS=R;M
&&MMMMMMMMMMM

M
']M

(2.3.2) o

OO

TrS=R;M
88pppppppppppp

where TrS=R;M is as in (2.2.1). If S is of the form
S = R[t1; : : : ; td]pb

where t1; : : : ; td are independent variables over R, then Huang has explicit formulaefor resS=R (cf. [Hu1, p.42, (7.1)] and [Hu1, bottom of p.21]) based on an iteratedform of the Tate residue.Recall again that in this subsection Y is a �xed noetherian ordinary scheme.
Proposition 2.3.4. Suppose Y is an a�ne noetherian scheme, x a point onP closed in the �ber of � over y = �(x) and M a zero-dimensional OY;y{module.

Denote bOY;y , bOX;x and iyM by R, S and F respectively. Let W be the closure of x
in P. Then the diagram below|with unlabeled arrows the natural maps|commutes.

Hdx(��F 
 !�) HdmS (M 
 !S=R)foo resS=R;M
&&LLLLLLLLLLLL

HdW (��F 
 !�)
��

M
Hd(P; ��F 
 !�) M 
 Hd(P; !�)foo 1
RP=Y

88qqqqqqqqqqqq

Proof. First we elaborate on the equality on the top of the left column inthe above diagram. Let Y 0 = SpecR, y0 2 Y 0 the closed point of Y 0, Y 0 g�! Y ,P0 := PdY 0 g0�! P the natural a�ne maps, �0 : P0 ! Y 0 the natural projection andF the common �ber �0�1(y0) = ��1(y). Since the �ber F is shared by P and P0therefore we have a point x0 2 P0 corresponding to x 2 P. Let G = ��F 
 !� andG0 = g0�G (= �0�(g�F)
 !�0). It is not hard to see that
Hdx0(G0) = Hdx(G):
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More generally we remind the reader that if (B; �) is a local ring, N a B{module,and ( bB; b�) the completion of (B; �) at �, then for every integer i we have Hi�(N ) =Hi�(N )
B bB = Hib�(N 
B bB).3Now, �FG0 = G0 and HiF (G0) := Hi(�FG0) ' �0�iy0(Himy0 (M))
!�0 = 0 for i > 0,since M is a zero dimensional R{module. One can therefore �nd an OY 0{injectiveresolution G0 ! I such that �F I = I, i.e. an injective resolution (topologically)supported on F (by replacing any injective resolution J by I = �F J). Moreover, g0being a�ne, g0�I is a resolution of g0�G0 = g0�g0�(��F 
 !�) = g0�g0�(��F)
 !� = G(the last equality follows from the fact that M is a zero dimensional R-module,whence F = g�g�F giving g0�g0�(��F) = ��F). Let z 2 P be such that �(z) = y,and let z0 2 P0 be the point lying over y0 corresponding to z. Since the local ringsOP;z and OP0;z have the same completion for such pairs of points|i.e. the naturalmap OP;z ! OP0;z0 transforms into an equality on completing|and since �F I = I,therefore it is not hard to see that g0�I consists of OY {injectives. Thus g0�I is aninjective resolution of G. We therefore haveHdW (G) = Hd(�W g0�I) = Hd(�g0�1W I)= Hd(�x0I)= Hdx0(G0)= Hdx(G)which explains the top of the left column.Let fresS=R;M : HdmS (M 
 !S=R)!M be the composite

HdmS (M 
 !S=R) �!� Hdx(��F 
 !�)= HdW (��F 
 !�)�! Hd(P; ��F 
 !�)�!� M 
 Hd(P; !�)�! M
where the last arrow is 1 
 RP=Y . We have to show that resS=R = fresS=R.Since R� is compatible with the 
at base change Spec(R) ! Y , and so areall other functorially de�ned arrows in the diagram, we assume without loss ofgenerality that Y = Spec(R). Assume|again without loss of generality|that x liesin the open subscheme U0 = Spec(R[T1=T0; : : : ; Td=T0]) of P = Proj(R[T0; : : : ; Td]).We therefore have S = R[T1=T0; : : : ; Td=T0]pbfor some maximal ideal p of the polynomial ring R[T1=T0; : : : ; Td=T0] and [Hu1,p.42, (7.1)] applies. If the natural extension kR ! kS is trivial then S is equal toR[[t1; : : : ; td]] for some analytically independent variables t1; : : : ; td over R and theformula in loc.cit. reduces to

resS=R �m 
 dt1 ^ � � � ^ dtdt�11 ; : : : ; t�dd
� = (m if �1 = �2 = � � � = �d = 10 otherwise(2.3.4.1)

3In [LNS, xx 4.2, (19)] we made an elaborate distinction between these modules, necessary,to make sure that our book-keeping was correct when constructing the pseudofunctor �].
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Suppose we are in this situation, i.e., kR = kS or equivalently S = R[[t1; : : : ; td]].Since the two maps, R� and resS=R, are compatible with change of homogeneous co-ordinates T0; : : : ; Td (cf. [Hu1, p.49,(7.7)] for the latter assertion), we may assumewithout loss of generality that ti = Ti=T0 for i = 1; : : : ; d. Let t = (t1; : : : ; td), andlet Z ,! U0 be the closed subscheme given by the vanishing of the ti's. We de�nefrest : HdtS(!S=R) �! Rby the commutativity of

HdZ(P; !�)
��

f // HdtS(!S=R)
frest
��Hd(P; !�) R

P=Y // R
Lipman's proof [Lp1, p. 75, Prop. (8.5)] of his \Residue Theorem for ProjectiveSpace" applies without change to our situation 4 and we conclude that

frest �p(t)dt1 ^ � � � ^ dtdt�11 ; : : : ; t�dd
� = p�1�1;:::;�d�1(2.3.4.2)

where the right-side is the coe�cient of t�1�11 : : : t�d�1d in the power series p(t). Itis straightforward to check that the diagram
HdtS(M 
 !S=R) f // HdmS (M 
 !S=R)

fresS=R;M
��M 
 HdtS(!S=R)

o
OO

1
frest // M
commutes. Whence, on comparing (2.3.4.1) with (2.3.4.2), we see that fresS=R =resS=R in this case, i.e. when the natural extension kR ! kS is trivial.One can reduce to the above case by making a 
at base change R! R0 with R0a complete noetherian local ring satisfying mRR0 = mR. In greater detail, supposekS = kR[�1; : : : ; �m]. We can �nd R0 as above such that for each i = 1; : : : ;m, theminimal polynomial of �i over kR splits into a product of linear factors over kR0 . LetP0 = R0
RP and let the resulting projections be p : P0 ! P and �0 : P0 ! Spec(R0).Let fx1; : : : ; xng = p�1(x) and for i = 1; : : : ;m let S0i be the completion of OP0;xi .If M 0 = R
RM , then according to [Hu1, p.47, Lemma (7.6)] we havenX

i=1 resS0i=R0;M 0 � � = �o � resS=R;M(2.3.4.3)
where � is the natural map

HdmS (M 
 !S=R) �! R0 
 HdmS (M 
 !S=R) = nM
i=1 HdmSi (M 0 
 !S0i=R0)

and �o is the natural map M ! R0 
RM =M 0:4In fact since (1 : 0 : � � � : 0) are the \homogeneous coordinates" of the R{valued pointSpec(R) �!� Z ,! P, only that part of the proof of loc.cit. which concerns itself with rationalpoints applies, i.e. the part that begins at the bottom of p.77.
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On the other hand, since RP=Y is compatible with base change, clearly we havenX

i=1 fresS0i=R0;M 0 � � = �o � fresS=R;M :(2.3.4.4)
Since kS0i = kR0 , we have fresS0i=R0 = resS0i=R0 . Now �o is an injective map and hence(2.3.4.3) and (2.3.4.4) give the Proposition. �

Proposition 2.3.5. (Trace Theorem for Projective Space.) Let Y be in F andF in Coz�(Y ) for some codimension function � on Y . Then the map of gradedOY {modules Tr�(F) : ���]F �! F
is a map of complexes

Proof. Our strategy is as follows. We will show that there is a complexE = EF of quasi-coherent OY {modules associated with �]F together with maps ofcomplexes (the second one an isomorphism)
� : ���]F ! Eand � : E �!� F 
 Rd��!�such that the diagram of graded OY {modules

���]F � //

Tr�(F)
��

E�
��F F 
 Rd��!�1
R�oo

(2.3.5.1)

commutes. Since all arrows other than Tr �(F) are maps of complexes, this wouldprove that Tr�(F) is a map of complexes.The complex E is best described as the E1 term of a spectral sequence associatedto a natural �ltration of the complex ���]F . Recall from [LNS, xx 10.2] (especiallythe discussion following the proof of 10.2.4 in Ibid.) that we have a decreasing�ltration fF pgp2Z of subcomplexes of �]F given by
F p = �](��pF);and recall that F p=F p+1 = �](Fp[�p]) [LNS, (93)]. F � induces a decreasing�ltration f�pgp2Z on ���]F obtained by applying �� to F �. Let fEp;qr g be theassociated spectral sequence. Then E is the complex

� � � ! Ep�1;01 @p�1E���! Ep;01 @pE�! Ep+1;01 ! : : :where @E is the natural coboundary on the E1 term of the spectral sequence fEp;qr g.To say more (i.e. to de�ne � and �) we need to deconstruct the above de�nitionof E . We view �]F (resp. ���]F) as a bigraded complex (not necessarily a doublecomplex!) whose p{th column is the complex F p=F p+1 (resp. �p=�p+1). In greaterdetail let Ap;q := (F p=F p+1)p+q:
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Then, with �0 = �]�, we haveAp;q = M

�(�(x))=p�0(x)=p+q
ix(�]F)(x):

In [LNS, xx 10.1] the above sheaf is denoted Ep+q;p. One has the following decom-position of OP{modules(�]F)n = M
p+q=nAp;q F p =Mr�pAr;qas well as the associated decomposition of OY {modules(���]F)n = M

p+q=n��Ap;q �p =Mr�p ��Ar;q :Note that the map @p;q;k : Ap;q ! Ap+k;q�k+1induced by the coboundary map on F ] is such that @p;q;k = 0 if k is negative,i.e. there are no arrows with a westward component in the bigraded complex (cf.[LNS, Lemma 10.2.3]).
Ap;q+1
Ap;q

@p;q;0 OO @p;q;1 // @p;q;2
**UUUUUUUUUUUUUUUUUUU

((
@p;q;k

((PPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPP Ap+1;q
Ap+2;q�1

Ap+k;q�k+1Recall that the E1 term of fEp;qr g has a simple description which in our case trans-lates to having Ep = Hp(�p=�p+1)such that the coboundary map @pE is the connecting homomorphism associated tothe short exact sequence of complexes0! �p+1=�p+2 ! �p=�p+2 ! �p=�p+1 ! 0:(2.3.5.2)Note that �p=�p+1 = ��(F p=F p+1) is the complex whose (p + q)-th homo-geneous piece is ��Ap;q and whose coboundary on (p + q)-cochains is ��@p;q;0.The complex �p=�p+2 is a two column double complex 5; its left column|the p-thcolumn|being �p=�p+1 = ���](Fp[�p])and its right column|the (p + 1)-th column|being�p+1=�p+2 = ���](Fp+1[�p � 1]):5Which means, for this proof, the grids anti-commute.
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0 0

��Ap;0
OO

@p;0;1 // ��Ap+1;0
OO

@p;�1;0 OO @p+1;�1;0OO

��Ap;�d+1
@p;�d+1;0 OO @p;�d+1;1// ��Ap+1;�d+1

@p+1;�d+1;0OO

��Ap;�d
@p;�d;0 OO @p;�d;1 // ��Ap+1;�d

@p+1;�d;0OO

0
OO

0
OO

�p=�p+1 �p+1=�p+2Now Ap;q = 0 for q > 0 and hence �p=�p+1 has no terms in degrees k > p.Therefore we have a natural surjective map��p = ��p(F) : ��Ap;0 = (�p=�p+1)p � Hp(�p=�p+1) = Ep:(2.3.5.3)For future reference we note that��p(F) = ��p(Fp[�p]):(2.3.5.4)The map � : ���]F ! E at the graded level is de�ned in degree p by the composite
(���]F)p projection������! ��Ap;0  p�! Ep;01 = Ep:We have to check that � is a map of complexes. Since @p;q;k is zero for negative k,we only need to check that @pE � ��p = @p;0;1 � ��p+1. Now, @pE is the connecting mapassociated with (2.3.5.2), and therefore this is easy to verify (the diagram abovemight help).We next de�ne the isomorphism � : E �!� F 
Y Rd��!� . LetE�(F) := E�0(��F 
 (!� [d])):Consider the diagram of complexesE�(F) fLF // �]F

��F 
 (!� [d])��(F)
ffNNNNNNNNNNN 
�(F)

88qqqqqqqqqqq

where ��(F) is the map in [LNS, xx 10.1, (90)], L = LF the isomorphism of Cousincomplexes is [LNS, xx 8.1] (see second paragraph of loc.cit.) and 
�(F) is the
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composite L � ��(F). By de�nition of 
� the above diagram commutes. Somenotations become necessary at this point. To that end, for every pair of integersp < q de�ne Fp;q := ��pF=��qF ;Ap := ��Fp;p+1 
 (!� [d]) = (��F 
 !�)[d� p];Bp := ��(Fp;p+2)
 (!� [d]):Note that �]Fp;q = F p=F q [LNS, xx 10.2, (93)]. The map ��(F) is functorial inF 2 Coz�(Y) as is LF . Therefore 
�(F) is also functorial in F . We therefore havea commutative diagram of complexes of OP{modules with exact rows

0 // F p+1=F p+2 // F p=F p+2 // F p=F p+1 // 0
0 // Ap+1 //


�(Fp+1;p+2) OO
Bp //


�(Fp;p+2)OO

Ap //


�(Fp;p+1)OO

0
Denote the exact row on the top Et and the one at the bottom Eb. Now, by [LNS,Prop. 10.1.6], �� is a quasi-isomorphism and hence so is 
� . On applying R�� tothe above diagram and identifying R��Et with ��Et (for Et consists of 
asquecomplexes) we get a map (in fact an isomorphism) of triangles in Dqc(Y ):

�p+1=�p+2 // �p=�p+2 // �p=�p+1 R��� // �p+1=�p+2[1]
R��Ap+1

R��
� o
OO

// R��Bp
R��
� o

OO

// R��Ap
oR��
� OO R���0 // R��Ap+1[1]

oR��
� OO

where � : F p=F p+1 ! F p+1=F p+2[1] is the map in Dqc(P) arising from the standardtriangle associated to the exact sequence Et and � : Ap ! Ap+1[1] comes from asimilar process involving Eb. We point out that the top triangle is the standardtriangle associated to the exact sequence (2.3.5.2).As a map of graded OY {modules � is de�ned in degree p as the composite
Ep = Hp(�p=�p+1) Hp(R��
�)�1���������! Rd��(��Fp 
 !�)

f���������! F p 
 Rd��!� :We argue as follows to show that � is a map of complexes. First, it is easy to seethat Hp(R���0) : Rd��(Fp 
 !�)! Rd��(Fp+1 
 !�)is the negative of the map induced by ��@pF
1: ��Fp
!� ! ��Fp+1
!� . On theother hand Hp(R���) is the negative of the connecting map Ep = Hp(�p=�p+1)!Hp+1(�p+1=�p+2) = Ep+1. It is now clear from the de�nition of @�E that � is amap|in fact an isomorphism|of complexes.It remains to show that the diagram (2.3.5.1) commutes. To do so, it is enoughto assume that Y is a�ne and F = iy�yFfor some y 2 Y . The last assumption is equivalent to the assumption thatF = iyF(y)[�p] �p = �(y)�:
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Let M = F(y); G = iyMand let x be a point on P which is closed in the �ber of � over y. Let R be thecompletion of OY at y, S the completion of OP at x, and ' : R ! S the mapinduced by �. We have a map��(x) : (�]F)(x) �! �(P; Ep)de�ned as the composite

(�]F)(x) natural����! �(P; Ap;0) (2.3.5.3)�����! �(P; Ep):In view of Proposition 2.3.4, it is enough to prove that the dotted arrow in thediagram
']M
��

�]F(x) ��(x) // �(P; Ep)
�(P; �)
��HdmS (M 
 !S=R) f // Hdx(��G 
 !�) // Hd(P; ��G 
 !�)

(2.3.5.5)

can be �lled by (2.3.2) to make it commute. To that end consider the (possiblydi�erent) arrow u : ']M �!� HdmS (M 
 !S=R) described as follows. First we havea composite of maps of complexes�x�]F �!� R�x�]F f������!QP(
�)�1 R�x(G[�p]
 (!� [d]))
= R�x((G 
 !�)[d� p])�!� R�mS ((M 
 !S=R)[d� p]):The map u is de�ned as the p-th cohomology of this composite. In view of thede�nitions of the maps ��(x) and �, it is clear that (2.3.5.5) commutes when thedotted arrow is �lled by u. Therefore we need to show thatu = (2.3.2):To that end let u0 : E�(F)(x) �!� HdmS (M 
 !S=R)be de�ned in a manner completely analogous to the way u was de�ned; i.e., u0 isthe p-th cohomology of the composite�xE�(F) �!� R�xE�(F) f������!QP(��)�1 R�x(G[�p]
 (!� [d]))
= R�x((G 
 !�)[d� p])�!� R�mS ((M 
 !S=R)[d� p]):Clearly, by de�nition of �� , 
� and L we haveu0 = u � L(x):Now according to the discussion in [LNS, Remark 10.1.10] we haveu0 = (�1)"(x)(2.3.2) � L(x)where "(x) = �0(x)�(y) + �0(x). Since x is closed in its �ber over y (so that�0(x) = �(y)) it is clear that "(x) is even. It follows that u = (2.3.2). �
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2.4. The Trace Theorem. Now that we have the Trace Theorem for relativeprojective space, the road to the general Trace Theorem is clear. We begin witha lemma which helps us reduce the problem to proper maps between ordinaryschemes.Lemma 2.4.1. Let f : (X; �0) ! (Y;�) be a pseudo-proper map in Fc and letF 2 Coz�(Y). Let J 2 OX be a coherent ideal contained in the maximal de�ning

ideal of X. For each positive integer n, let vn : Xn ,! X be the closed immersion
de�ned by Jn and let fn : Xn ! Y be the composite fn = fvn. Then Trf (F) is a
map of complexes if and only if Trfn(F) is a map of complexes for every n.

Proof. Let Cn = Hom�X(vn�OXn ; f ]F). We regard Cn as a subcomplex off ]F . Note that f ]F is the union (direct limit) of fCng. If Trfn(F) is a map ofcomplexes, by Lemma 2.2.8 and (2.2.6),Trf (F)jCn : Cn ! Fis a map of complexes. Taking direct limits over n we conclude that Trf (F) is amap of complexes. Conversely, if Tr f (F) is a map of complexes, then (2.2.6) andLemma 2.2.8 give the result. �Theorem 2.4.2. Suppose f : (X; �0) ! (Y; �) is a pseudo-proper map in Fc
and F is an object of Coz�(Y).(a) (Trace Theorem) The mapTrf (F) : f�f ]F ! F

is a map of complexes which is functorial in F .(b) (Transitivity of Traces) If g : (W; �00) ! (X; �0) is a second pseudo-
proper map then the following diagram commutes :

(fg)�g]f ]F fC]g;f // (fg)�(fg)]F
Trfg
��

f�g�g]f ]Ff�Trg
��f�f ]F Trf // F

Proof. Part (b) follows from (2.2.6). For Part (a), if J is a de�ning ideal ofX, then the maps fn of Lemma 2.4.1 are adic, and hence by Lemma 2.4.1 we arereduced to the case where f is proper.Next consider a de�ning ideal I of Y and set J := IOX. By our assumption Jis a de�ning ideal for X. Let un : Yn ! Y be the closed subscheme of Y de�nedby In and vn : Xn ! X the closed subscheme of J de�ned by Jn. Let hn be theinduced map from Xn to Yn. If Trhn(un]F) is a map of complexes for each n, thenby Lemma 2.2.8 applied to un and by (2.2.6) we see that the Trace Theorem is truefor fn = fvn and hence by Lemma 2.4.1 it is true for f . Now hn is a proper mapof ordinary schemes. Thus we are reduced to proving the Trace Theorem when f isa proper map of ordinary schemes in F. Since we have proved the Trace Theoremfor relative projective space, the proof of [Hrt, p.369, Theorem2.1] applies mutatis
mutandis and we are done. �
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2.5. Traces and translations. Let f : (X; �0)! (Y; �) be a pseudo-properFc-map, and F 2 Coz�(Y). For each n 2 Z let f (n) : (X; �0 � n)! (Y; �� n) bethe obvious map induced by f such that the map of schemes X ! Y underlying fand f (n) is the same. Let

T (n) : f (n)](F [n]) �!� (f ]F)[n]
be the isomorphism of complexes in [LNS, Prop. 8.5.1], de�ned at the graded levelby [Ibid., (85) and (86)]. Consider the diagram:

f (n)� f (n)]Trf(n) (F [n])
��

via T (n)
// (f�f ]F)[n]Trf (F)[n]

��F [n] F [n]
At the punctual level , the only points in X that come into play in the above diagramare points x which are closed in their �ber, i.e. points x such that the transcendencedegree of k(x) over k(f(x)) is zero, whence, from the punctual description of T (n)in [LNS, (86)], it is evident that the diagram commutes.If g : (W; �00) ! (X; �0) is a second map, then using [LNS, Prop. 8.5.1 (ii)],one obtains a similar compatibility between Theorem 2.4.2(b) and translations. Weleave the exact formulation of this to the reader.

3. The twisted inverse image pseudofunctorIn this section we summarize Nayak's work on the pseudofunctor ���! on G|laidout in [Nay]|which extends the de�nition of ���! given by Alonso, Jerem��as andLipman in [AJL2] for pseudo-proper maps. Here are some heuristics to orient thereader. Notionally \upper shriek" is to be thought of as a right adjoint to the (per-haps non existent) derived \direct image with proper supports on torsion sheaves".This heuristic would dictate, for example, that we set f ! equal to R� 0Xf� = f�R� 0Yfor an open immersion f : X ! Y of noetherian formal schemes|for the corre-sponding direct image with proper supports \is" the functor \extension by zero".Since the objects of G are noetherian formal schemes, Deligne's de�nition of directimage with proper support (see his appendix to [Hrt]) does not apply principallybecause we cannot guarantee that a coherent ideal sheaf I � OU on an open sub-scheme U of a noetherian formal scheme V extends to a coherent ideal sheaf J � OVon V. This is, incidentally, the reason why Verdier's proof of the localness of ���![V, p. 395, Corollary 1] does not apply mutatis mutandis to our situation 6. Nayakestablishes the localness result and pseudofunctoriality of ���!. Here then is thepromised summary.
3.1. Factorizations. For f : X ! Y in G, we wish to de�ne f ! : eD+qc(Y) !D+qct(X). If f is pseudo-proper, f ! is de�ned to be the functor f�t jeD+qc(Y), wheref�t is right adjoint to Rf� : Dqct(X) ! D(Y)|guaranteed to exist by [AJL2,Theorem2(a)] and [AJL2, Theorem6.1(a)] (see also the beginning of 1.3 of Ibid as
6The proof given in [AJL2, Proposition 8.3.1] is incorrect. See however a partial resolutionto the localness question in [AJL3].
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well as the notation before Theorem7.4 in Ibid). If f is an open immersion, thenin light of the above discussion, we setf ! := R� 0Xf�(= Rf�� 0Y):If f is a general map in G, then f can be written as a composite of open im-mersions and pseudo-proper maps (in any order), and the above gives us a clueon how to proceed. The problems that need to be addressed are compatibilitiesof di�erent de�nitions corresponding to di�erent factorizations of the same map.Nayak's Theorem7.1.3 in [Nay] as well as the remark in 7.2.4 of Ibid answers thisin a very satisfactory way. Since the issues involved impact this paper we give aquick thumbnail sketch of what is involved.A sequence F = (f1; : : : ; fn) of maps in G is called a factorization if f1 � : : :�fnis de�ned (the maps are composable) and an individual fi in the sequence is eitherpseudo-proper or an open immersion. If f = f1 � : : : � fn, then F is called a
factorization of f . We often write jF j = f1 � : : : � fn. We de�ne

F ! := f !n : : : f !1:If F = (f1; : : : ; fn) and G = (g1; : : : ; gm) are factorizations such that fn � g1 isde�ned then we set
F �G := (f1; : : : ; fn; g1; : : : ; gm):Note that F �G is a factorization of jF j � jGj and that

(F �G)! = G!F !:In [Nay] Nayak proves that if F1 and F2 are two factorizations of f , then there isan isomorphism
�(F1;F2) : F2! �!� F1!satisfying the following properties.(a) �(F1;F1) = 1F1

! .(b) If F3 is a third factorization of f , then
�(F1;F2) � �(F2;F3) = �(F1;F3):(c) If F is a factorization of f , G1, G2 of g and H of h where g and hare such that f � g � h is de�ned, then setting E1 = F � G1 � H and

E2 = F �G2 �H , the isomorphism �(E1;E2) is induced by �(G1;G2),i.e.
�(E1;E2) =H !(�(G1;G2)(F !)):(d) If V v //

g
��

Xf
��U u // Yis cartesian with f pseudo-proper and u an open immersion, then thebase change map � : v�f ! �!� g!� 0Uu� = g!u� of [AJL2, Theorem7.4](note that u is adic) is given by� = �(F1;F2)where F1 = (u; g) and F2 = (f; v).
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Now for each map f in G pick a distinguished factorization f of f|with theunderstanding that if f is either an open immersion or pseudo-proper f = (f).Nayak then de�nes f ! as f ! := f !:In fact Theorem7.1.3 and 7.2.4 of [Nay] show that ���! is a pseudofunctor7, therequired isomorphism C !f;g : f !g! �!� (gf )!;being (with h = gf ) C !f;g := �(h; g � f):For a factorization F of f , we have a canonical isomorphism

�F : F ! �!� f !given by �F = �(f ; F ).
3.2. Flat base change. Suppose we have a cartesian square of noetherianformal schemes V v //

g
��

Xf
��U u // Ywith u 
at. The 
at base change theorem of Alonso, Jerem��as and Lipman [ AJL2,Theorem7.4] states that if f is pseudo-proper there is a base change isomorphism(between functors on eD+qc(Y))� = �(f; u) : R� 0Vv�f ! �!� g!R� 0Uu�:Nayak extends � to the case when f is a composite of compacti�able maps. Ingreater detail, if f is an open immersion, let �(f; u) be the obvious isomorphism.For a general morphism f in G, suppose F is a factorization of f . Then F induces,via the base change map u, a factorization U�Y F of g. Setting G = U�Y F onegets, by applying � successively to the maps in the sequence F , an isomorphism�(F ) : R� 0Vv�F ! �!� G!R� 0Uu�:This gives us an isomorphism� = �(f; u) : R� 0Vv�f ! �!� g!R� 0Uu�(3.2.1)given by � = �(g; U�Y f)(R� 0Uu�) � �(f):Nayak shows that the map � is \independent" of the chosen distinguished factor-ization f of f in the following sense. If F is any factorization of f and G = U�YF ,then the following diagram commutes (cf. [Nay, x 2.3 and 7.2.3]):

R� 0Vv�F !
�(F )

��

f�F // R� 0Vv�f !�
��

G!R� 0Uu� f�G // g!R� 0Uu�
(3.2.2)

7More precisely a prepseudofunctor in the sense of 1.1 (11). However if for each X 2 G weset X! = D+qct(X) rather than eD+qc(X), then ���! is a pseudofunctor.
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3.3. Comparing pseudofunctors. The construction of �! on G is built onits description on open immersions, pseudo-proper maps and the fact that it sat-is�es a compatibility relationship for open base changes of pseudo-proper maps.This allows one to compare a pseudofunctor on a subcategory of G with �! if wehave a comparison for pseudo-proper maps and for open immersions, and certaincompatibility relations. We give more details below.Let G be a full subcategory of G such that if Y 2 G and f : X! Y is a map inG, then f is a map in G (i.e. X 2 G). Note that all open subschemes and all closedsubschemes of Y are in G, and if g : W! Y is another map in G, then X�YW 2 G.Note also that F� and F� \ Fr provide examples of G.Let P be the class of pseudo-proper maps in G and F the class of open immer-sions in G. Suppose we have another pseudofunctor �\ on G such that for eachobject X in G we have a functor SX : X\ �! X!

and for each map f : X! Y in P [ F a functorial map
f : SXf \ �! f !SYsuch that(a) If f 2 F, 
f is an isomorphism.(b) If X f�! Y g�! Z are a pair of maps such that either both f and g are in Por both f and g are in F, then the following diagram commutes:
SXf \g\
f
��

C\f;g // SX(gf )\

gf
��

f !SYg\f !
g
��f !g!SZ C!f;g // (gf )!SZ

(3.3.1)

(c) If V v //

g
��

Xf
��U u // Y

(3.3.2)

is cartesian with u 2 F and f 2 P, then the following diagram commutes
SVg\u\'\ o
��


g // g!SUu\
uo
��SVv\f \
v o

��

g!u!SY'!o
��v!SXf \ v!
f // v!f !SY

(3.3.3)

where '\ = (C\v;f )�1C\g;u and '! = (C !v;f )�1C !g;u.
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In [Nay, Theorem7.2.5], Nayak proves
Theorem 3.3.4. (Nayak) Under the above hypotheses on (�\; S; 
), the asso-

ciation f 7! 
f , f 2 P [ F, can be extended uniquely to all morphismsf : X! Y
in G in such a way that(a) If Y g�! Z is a second map in G, then the diagram (3.3.1) commutes.(b) The natural transformation 
f is compatible with open immersions intoY, i.e., whenever we have a cartesian square (3.3.2) with u 2 F and f any

map in G the diagram (3.3.3) commutes.
Note that the uniqueness assertion is clear. Indeed if F = (f1; : : : ; fn) is anyfactorization of a map f : X! Y in G, and

F \ := f1\ : : : fn\then we have a map

(F ) : SXF \ ! F !SYgiven by the composite (where we are suppressing the functors SX etc.)

F \ = fn\ : : : f1\ 
fn�������! f !nfn�1\ : : : f1\f !n
fn�1��������! f !nf !n�1fn�2\ : : : f1\: : :f !n:::f !2
f1��������! f !n : : : f !1 = F !;and 
f is characterized by the commutativity of
SXF \
o
��


(F ) // F !SY
o
��SXf \ 
f // f !SY

(3.3.5)

where the downward arrows are the natural ones obtained from �\ and �!.
4. The comparison mapIn this section we de�ne the fundamental comparison map which serves asthe bridge between the pseudofunctors ���] and ���! (see De�nition 4.1.4.1). Thiscomparison is easily de�ned when f is pseudo-proper, but has a more involvedde�nition for a general f in F�c .

4.1. Pseudo-proper maps. Suppose f : (X;�0)! (Y;�) is a pseudo-propermap in Fc. For F 2 Coz(Y), the trace mapTrf (F) : f�f ]F �! Fgives, on applying QY, a mapQY(Trf (F)) : Rf�QX(f ]F)! QY(F)
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whence we have, by the universal property of ( f !; �f ), a unique map 
 !f (F) :QXf ]F ! f !QYF such that QYTrf (F) = �fRf�(
 !f (F)). This map is functorial inF giving a comparison map of functors
 !f : QXf ] �! f !QY:(4.1.1)

Note that the source of the functors (being compared by 
 !f ) is Coz�(Y) andthe target is D+qct(X). We would like to extend the de�nition of 
 !f to the case wheref 2 F�c (i.e. f is a composite of pseudo-proper maps and open immersions in anyorder). We will, from now on, often suppress the localization functors QX, QY etc..We begin with two Lemmas. Let f be as above (i.e. pseudo-proper and in Fc).Let u : U! Y be an open immersion, V = U�YX, v : V! X and g : V! U the twoprojections. We have|from the local nature of direct images| u�Rf� = Rg�v�.The shea��ed version of duality on formal schemes [AJL2, Theorem8.2] gives usv�f !F = g!u�F and u��f (F) = �g(u�F) for F 2 eD+qc(Y). We also have, by theconstruction of f ] and g], v�f ] = g]u�.
Lemma 4.1.2. In the above situation the diagram

v�f ]F v�
!f // v�f !F
g]u�F 
!g // g!u�F

commutes for F 2 Coz�(Y).Proof. From the punctual nature of the de�nition of Tr f it is clear that Trfbehaves well with respect to open immersions into Y, i.e. u�Trf (F) = Trg(u�F).The Lemma is a simple consequence of this. (See also Proposition 4.2.2 where amore general result is proved somewhat elaborately.) �

Lemma 4.1.3. Let (X; �1) f�! (Y; �2) g�! (Z; �3) be a pair of pseudo-proper
maps in Fc. Then the diagram

QXf ]g]
!f (g])
��

C]f;g // QX(gf )]

!gf
��

f !QYg]f !(
!g)
��f !g!QZ C!f;g // (gf )!QZ

commutes.
Proof. We will suppress the symbols QX and QY. By the universal propertyof ((gf )!; �gf ) it is enough to show

�gf �R(gf )�(C !g;f � f !(
 !g) � 
 !f (g])) = �gf �R(gf )�(
 !gf � C]f;g)(4.1.3.1)
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In what follows, we save on notation by writing f�, g� and (gf )� for Rf�, Rg� andR(gf )�.Consider the following diagram
g�(f�f !)g] �f // g�g]

�3�2


!g // g�g! �g // QY
ppppppppppppp

ppppppppppppp

g�(f�f ])g]

!fffMMMMMMMMMMM

Trf //

�1 �

g�g] Trg // QY
(gf )�f ]g]
!f

xxqqqqqqqqqqq C]f;g // (gf )�(gf )]
TrgfOO


!gf
&&MMMMMMMMMM

�4

(gf )�f !g] 
!g // (gf )�f !g! C!f;g // (gf )�(gf )!

�gf

OO

If we can show that �1, �2, �3, �4, � and the outer rectangle commute then(4.1.3.1) follows easily. Now �1; : : : ;�4 and � clearly commute (� commutes bythe transitivity of the trace). It remains to show that the outer rectangle commutes.To that end consider the diagram
g�(f�f !)g] 
!g

&&MMMMMMMMMM

�f // g�g] 
!g // g�g! �g // QY
g�f�f !g! �f // g�g!

(gf )�f !g] 
!g // (gf )�f !g! C!f;g // (gf )�(gf )!
�gf
OO

The subdiagram on the left obviously commutes. The one on top commutes by thefunctoriality of 
 !g and �f . The remaining (L-shaped) subdiagram commutes by thede�nition of C !f;g . �We are now in a position to prove
Theorem 4.1.4. There exists a unique family of natural transformations
 !f : QXf ] �! f !QY;(4.1.4.1)

one for each morphism f : (X; �0)! (Y; �) in F�c such that(a) If f is pseudo-proper 
 !f is given by (4.1.1).(b) If f is an open immersion then 
 !f is the identity transformation on f�.(c) The map 
 !f is compatible with open immersions into Y, i.e. Lemma 4.1.2
holds with the weaker hypothesis that f 2 F�c .(d) Lemma 4.1.3 holds under the weaker hypothesis that f and g are in F�c .

Proof. Let the triple (G; fSXg; f
fgP[F) in Subsection 3.3 be given by thedata (F�c ; fQXg; f
 !fgP[F). By Lemma 4.1.2 and Lemma 4.1.3 we see that Theo-rem 3.3.4 applies to our situation. �
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Remark 4.1.5. We remind the reader how the map 
 !f is computed in practicefor f : X ! Y a general maps in F�c . First, if f is an open immersion, then recallthat f ! = f� and f ] = f�jCoz(Y), and so we set 
 !f equal to the identity mapf�jCoz(Y) ! f�jCoz(Y). For general f 2 F�c we proceed as follows: if F = (f1; : : : ; fn)is a factorization of f , we write F ] = fn] : : : f1]. We de�ne


!(F ) : F ] �! F !
as the composite

F ] = fn] : : : f1] 
!fn��������! f !nfn�1] : : : f1]f !n
!fn�1��������! f !nf !n�1fn�2] : : : f1]... f !n:::f !2
!f1��������! f !n : : : f !1 = F !:Then 
 !f : f ] ! f !is characterized by the commutativity of
F ]


!(F )
��

f // f ]
!f
��

F ! f // f !
Remark 4.1.6. In view of the discussion in Subsection 2.5 it is clear that 
 !fis compatible with translations in an obvious way.
4.2. �Etale base change. Suppose we have a cartesian square

V v //

g
��

Xf
��U u // Y

(4.2.1)

with u (and hence v) 
at and adic. If F 2 D+qct(Y) and G 2 D+qct(X), thenR� 0Uu�F = u�R� 0YF = u�F and R� 0Vv�G = v�� 0XG = v�G (see [AJL2, Corol-lary 5.2.11(c)]). By (3.2.1) we have a base change isomorphismR� 0Vv�f ! �!� g!R� 0Uu�;and in light of the relations we have given (in our special case), this translates to afunctorial isomorphism�F : v�f !F �!� g!u�F (F 2 D+qct(Y)):If f is pseudo-proper the map �F is obtained (when, as we have assumed, u isadic) in the following manner. By [AJL2, Proposition 7.2(b)] we have a functorialisomorphism �G : u�Rf�G �!� Rg�v�G (G 2 D(X))
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where the map �G is adjoint to the composite

Rf�G ! Rf�Rv�v�G ! Ru�Rg�v�G:
The map �G is then de�ned via the universal property of ( g!; �g) as the map adjointto the composite

Rg�v�f !F ��1f !F���! u�Rf�f !F u��f���! u�F :The following proposition relates the above base change with a base change forthe pseudofunctor ���] in a special situation. We treat the isomorphisms in [LNS,Prop. 10.3.6, (94),(95)] as equalities.
Proposition 4.2.2. Suppose f : (X;�0)! (Y;�) is a map in F�c , and u : U!Y is an �etale adic map such that for q 2 U the natural map bOY;u(q) ! bOU;q is an

isomorphism (equivalently, the residue �elds at u(q) and q are isomorphic via the
natural map between them). Consider the cartesian square (4.2.1) above. Then forF 2 Coz(Y) the following diagram commutes

v�f ]F v�
!f // v�f !F
�F'
��v]f ]F

�0F '
��

g!u�F
g]u]F 
!g // g!u]F

where �0F : v]f ]F �!� g]f ]F is the functorial isomorphism arising from the pseud-
ofunctorial nature of ���], and the equalities are the identi�cations given in [LNS,Prop. 10.3.6, (94),(95)].

Proof. The proposition is trivially true if f is an open immersion, for, in thiscase, 
 !f : f� ! f� and 
 !g : g� ! g� are the identity maps.Suppose the proposition is true when f is pseudo-proper. We claim that thenit is true for f a composite of pseudo-proper and open maps. To see this, �x f inF�c . Suppose F = (f1; : : : ; fn) is a factorization of f . Recall that we require eachfi to be either pseudo-proper or an open immersion. The map u : U! V induces,via base change, a factorization G = (g1; : : : ; gn) of g|the factorization U �Y Fin Section 3|such that with u = v0, v = vn, U = V0, V = Vn, Y = X0 and X = Xnwe have, for k = 1; : : : ; n a cartesian square
Vkgk
��

vk // Xkfk
��Vk�1 vk�1 // Xk�1

It is easy to check that each vk, k = 0; : : : ; n satis�es the same hypotheses that usatis�es, viz. vk is �etale, adic and bOVk;p ! bOXk;vk(p) is an isomorphism for every
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p 2 Vk. Since the proposition is true with f = fk, therefore the diagramv�F ]

�0(F ) '
��

// v�F !
' �(F )
��

G]u� // G!u�
(4.2.2.1)

commutes, where the two horizontal arrows are v�
!(F ) and 
!(G)u�, the map�0(F ) : v�F ] = v]F ] �!� G]u] = G]u� is the isomorphism that arises from thepseudofunctoriality of ���] (indeed vk]fk] �!� gk]vk�1]) and �(F ) : v�F ! �!� G!u�is the natural isomorphism arising from the various base change isomorphismsv�kf !k �!� g!kv�k�1 (the obvious one if fk is an open immersion, and the map � in[AJL2, Theorem7.4] when fk is pseudo-proper). Consider the diagram (with theinner square being (4.2.2.1) and the slanted arrows being the natural isomorphismsarising from the pseudofunctorial nature of ���] and ���!)
v�f ]

�0

��

v�
!f // v�f !

�

��

v�F ]
�1

�2'
ccFFFFFFFF

'
��

// v�F !
�3

'
<<xxxxxxxx

'
��

G]u�
�4'

{{xxxxxxxx
// G!u�

'
""FFFFFFFF

g]u� 
!gu� // g!u�
If we show that each of the subdiagrams �1; : : : ;�4 commutes, then, as the innersquare (i.e. (4.2.2.1)) commutes, the outer square will commute and the propositionwill follow.The subdiagram �1 commutes by the pseudo functoriality of ���] (recall thatu�jCoz(Y) = u] and v�jCoz(X) = v]). The subdiagrams �2 and �4 commute bythe de�nitions of 
 !f and 
 !g. Subdiagram �3 commutes by (3.2.2).It remains to prove the proposition when f is pseudo-proper. By the universalproperty of (g!; �g) it is enough to show�g(u�F) �Rg�(
 !g(u]F) � �0F ) = �g(u�F) �Rg�(�F � v�
 !f (F)):(4.2.2.2)Part of the proof (commutativity of (4.2.2.3) below) rests on the fact that at the
punctual level the punctual trace Trg;x0 at a point x0 2 V equals the punctual traceTrf;v(x0). We elaborate below.Let x 2 X and G = ixf ]F(x). We will examine the map �G under the identi�ca-tions Rg�v�G = g�v�G and u�Rf�G = u�f�G (note that v�G = v]G is also 
asque).It can be checked that �G : u�f�G ! g�v�G is adjoint to f�G ! f�v�v�G = u�g�v�G.Let y = f(x), A = bOY;y , R = bOX;x, M = F(y) and ' : A ! R the mapinduced by f . Let �# be the pseudofunctor on zero-dimensional modules overlocal rings constructed by Huang in [Hu1]. Then (f ]F)(x) = '#M . If v�1(x) isempty (so that u�1(y) is also empty) then u�f�G and g�v�G are both zero and �Gis the obvious map. The interesting case is when we have p 2 V such that x = v(p).
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Let q = g(p). Using our hypothesis on u : U ! Y we make the identi�cationsbOU;q = A and bOV;p = R (since the isomorphisms underlying these are canonical).With these identi�cations, the map bOU;q ! bOV;p induced by g is again ' : A! R.Suppose v�1(x) = fp1; : : : ; png. Set qi = g(pi) for i = 1; : : : ; n. Then u�1(y) =fq1; : : : ; qng. We have f�ix'#M = iy'#M , g�ipk'#M = iqk'#M , v�ipk'#M =ix'#M , u�iqk'#M = iy'#M , v�ix'#M = �kipk'#M and �nally u�iy'#M =�kiqk'#M . Thus in every case (whether v�1(x) is empty or not) we have

v�f�G = g�u�G:
It is now easy to see that �G : v�f�G ! g�u�G is the identity map. Indeed, theonly interesting case is when v�1(x) is non-empty, and in this case, with previousnotations, the map

f�G ! f�v�v�G = u�g�v�G
is the diagonal map iy'#M ! �kiy'#M . This proves the assertion on �G .Now suppose p; x; q; y satisfy x = v(p), y = f(x) and q = g(p). The R-modules (f ]F)(x), (v]f ]F)(p) and (g]u])F(p) are all equal to '#M and the naturalisomorphism �0F (p) : (v]f ]F)(p) �!� (g]u]F)(p) is the identity map on '#M . Ifx is closed in the �ber f�1(y) (equivalently p is closed in the �ber g�1(q)) then,from the de�nitions of Trf;x and Trg;p we have

Trf;x(F) = Trg;p(u]F) = TrR=A;M : '#M !M:
The above assertions imply that the diagram

u�f�f ]F f�f]F //
u�Trf

��

g�v�f ]F
g�v]f ]Fg��0F
��u�F = u]F g�g]u]FTrgoo

(4.2.2.3)

commutes.Consider the following diagram:
F 0

u��f
��

f� // G0

Rg��F
��

F
``AAAAAAA

��

f� // G
>>||||||||

��E
}}}}}}}

}}}}}}}
Hoo

  BBBBBBBB

E0 H 0�goo
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where E = u�F = u]FF = u�f�f ]F = u�Rf�f ]FG = g�v�f ]F = g�v]f ]F = Rg�v�f ]FH = g�g]u]F = Rg�g]u]FE0 = u�F = u]F = EF 0 = u�Rf�f !FG0 = Rg�v�f !FH 0 = Rg�g!u]F = Rg�g!u�F :The inner square is (4.2.2.3). The arrows pointing northeast and northwest arisefrom 
 !f (f ]F) while the southeast pointing arrow is from 
 !g(u]F). The inner square,being (4.2.2.3), commutes. The outer square commutes by the de�nition of �F (see[AJL2, De�nition 7.3]). Now consider the four trapezoids squeezed between the twosquares. The top-most trapezoid commutes by the functoriality of �. The one's onthe left and the bottom commute by the de�nition of 
 !f and 
 !g. This does notallow us (a priori) to conclude that the trapezoid on the right commutes|and weare not interested in showing this|but it does allow us to conclude that (4.2.2.2)holds (since the arrows labeled � can be reversed), which is what we wished to show.For completeness we point out (after the fact) that hence the remaining trapezoidalso commutes. �Remark 4.2.3. We have not stated Proposition 4.2.2 in its full generality;only as much as we need for the main conclusions of this paper. The assumptionthat the residue �eld of a point q 2 V coincides with the residue �eld at u(q) canbe relaxed, but this would involve proving a base change for the punctual traceTrf;x for x 2 X closed in f�1(f(x)) and we lead us away from what we have setout to prove. One can also relax the assumption that u is adic. In that case theconclusion would be that � 0V(v�
 !f (F)) is equivalent to 
 !g(u]F). In greater detail,if the only assumption on u is that it is �etale, and �F : R� 0Vv�f !F ! g!R� 0Uu�Fis the base change map in [AJL2, Theorem7.4], then, making the identi�cationsv]G = R� 0Vv�G (G 2 Coz(X)) and u]F = R� 0Uu�F , one can prove that�F �R� 0Vv�
 !f (F) = 
 !g(u]F) � �0F :We leave the details (modulo the assertion on the behavior of the punctual trace)to the reader. We will have no occasion to use the more general assertion made inthis remark.

5. Smooth mapsIn this section we prove that 
 !f : QXf ] ! f !QY is an isomorphism whenf : X ! Y is a smooth pseudo-�nite type map. The proof we give can be brokeninto two parts: we show if there is any functorial isomorphism �f : QXf ] �!� f !QY(one for each smooth f) then 
 !f is also an isomorphism (this is essentially donein subsection 5.2); and we also show (essentially in Theorem 5.1.2) that there isindeed such an isomorphism �f . Indeed, in this paper, that is the only role playedby Theorem 5.1.2|it provides a �f as the inverse of �f (see (5.1.3.2)). We do not, in
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this paper, examine the relationship between the �f we produce (through Verdier'sclassic trick) and 
 !f (are they equal?). The principal di�culty in investigating thisis our lack of knowledge of the composite

Rf�R� 0X!f [d] �!� Rf�f !F �f�! OY;|the isomorphism coming from Theorem 5.1.2|for f pseudo-proper smooth ofrelative dimension d. Here and below !f is as in [LNS, De�nition 2.6.4].
5.1. Verdier's isomorphism. We will be modifying Verdier's argument in[V, Theorem3, p.397] to formal schemes to connect di�erential forms to duality.We begin with the formal scheme version of the fundamental local isomorphism[Hrt, p.180, Corollary III.7.3].
Lemma 5.1.1. Let f : X ! Y be a closed immersion of noetherian formal

schemes, and J � OY the coherent ideal which is the kernel of the natural surjective
map OX � f�OY. Suppose J is locally generated by a regular sequence of d elements
so that J=J2 can be regarded as a locally free OX{module of rank d. Then forF 2 eD+qc(Y) we have a functorial isomorphism

f !F ' � 0X(Lf�F)
X ^dOX(J=J2)�[�d]:Proof. The natural map f !R� 0Y ! f ! is an isomorphism by [AJL2, Corol-lary 6.1.5 (b)]. Using this and [AJL2, Example 6.1.3 (4)] we conclude that forF 2 eD+qc(Y), we have a functorial isomorphism
f !F �!� �f�RHom�Y(f�OX; R� 0YF):The rest of the proof is as as in [Hrt, p.180, Corollary III.7.3] using \way-out". Notethat since f is adic we have Lf�R� 0Y = R� 0XLf� (cf. [AJL2, Corollary 5.2.11(c)]).

�For the next result, recall that G is the category whose objects are noetherianformal schemes and whose morphisms are composites of pseudo-proper maps andopen immersions.
Theorem 5.1.2. Suppose a morphism f : X ! Y in G is smooth of relative

dimension d. For F 2 eD+qc(Y) we have a functorial isomorphism
R� 0X(f�F 
X !f [d]) �!� f !F :(5.1.2.1)

Proof. Let X2 = X�YX, p1; p2 : X2 ! X the two projections and � : X ,! X2the diagonal (cf. commutative diagram below).
X2
p1
��

p2 // Xf
��X/ �

� >>~~~~~~~~ 1 // X f // Y
Note that � is adic and is a closed immersion. If J� � OX2 is the ideal of theclosed immersion � then J� is locally given by a regular sequence, and one checks,as follows, that ^dOX(J�=J2�) = !f . First, by [LNS, Prop. 2.6.8] applied to thecomposite

X ��! X2 p1�! X
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we see that ��b
1p1 = J�=J2� . Next, by applying [LNS, Prop. 2.6.6] to the prod-uct (X2; p1; p2), we see that b
1X=Y can be identi�ed with J�=J2� , whence !f =^dOX(J�=J2�). The above results on di�erentials are probably true in greater gen-erality (as they are for ordinary schemes), and can presumably be proven via thetechniques in [EGA-IV, p. 126].Consider the commutative diagram above (with 1 = 1X, the identity map).According to [AJL2, Theorem3] (see also [AJL2, Theorem7.4]) we have

p!1f�F �!� R� 0X2p�2f !F :Since f is not assumed to be pseudo-proper, we have implicitly used the localizationtheorems for �! proved by S. Nayak [Nay] (See also (3.2.1)). Applying �! to bothsides of the above isomorphism we get, using �!p!1 ' 1! = R� 0X,R� 0Xf�F �!� �!R� 0X2p�2f !F�!� �R� 0XL��p�2f !F�
X !�f [�d])(the second isomorphism is via the Lemma). This means we have
R� 0X(f�F 
 !f [d]) �!� R� 0XL��p�2f !F�!� R� 0Xf !F = f !F (since f !F 2 Dqct(X)).

�

Remark 5.1.3. Let (X; �0) f�! (Y; �) be a smooth map in F�c . Assume thatthe relative dimension is constant, and is d. By [LNS, Lemma 5.1.3] and [LNS,Main Theorem (iii)] for F 2 Coz�(Y) we have an isomorphism
� 0X(f�F 
X !f [d)] �!� QXf ]F(5.1.3.1)and hence a functorial isomorphism�f (F) : f !F �!� QXf ]F(5.1.3.2)

given by �f = (5.1.3.1) � (5.1.2.1)�1. This gives a unique map (functorial in F 2Coz�(Y)) in Coz�0(X)
�f (F) : f ]F �! f ]F(5.1.3.3)

such that QX(�f ) = �f �
 !f . It is elementary to see that 
 !f (F) is an isomorphism ifand only if �f (F) is an isomorphism. Note that �f is de�ned even when the relativedimension is not constant (by de�ning it separately on each connected component),and in this case also �f (F) is an isomorphism if and only if 
 !f (F) is. In this paperwe do not attempt to nail down �f . This question is, at the bottom, the same as thequestion of the relationship between �f and 
 !f discussed brie
y at the beginningof this section.
5.2. Smooth pseudo-�nite maps. Suppose f : (X; �0) ! (Y; �) is a mapin F�c which is smooth and pseudo-�nite. In this situation we note that f�F isin Coz(Y) for every F 2 Coz(X). Moreover, in addition to the trace map Tr f :f�f ] ! 1 between functors on Coz(Y) we have another trace map (arising fromGrothendieck duality) Tr�f : f�f ] ! 1
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de�ned as follows. We have the map

QY(f�f ]F) = Rf�QX(f ]F) ��1f��! Rf�f !F �f (F)���! F = QY(F):Since f�f ]F and F lie in Coz�(Y), we de�ne Tr�f (F) as the unique map of Cousincomplexes satisfying �f (F) = QY(Tr�f (F)). It is easy to check that Tr �f is functorialin F 2 Coz(Y). The two traces are clearly related via the equationTr�f � f��f = Trf :(5.2.1)This new trace Tr�f has the expected universal property, viz.:Lemma 5.2.2. For f as above and F a Cousin complex on (Y; �) the pair(f ]F ; Tr�f (F)) represents the functor F (G) = Hom�(f�G; F) of Cousin complexesG on (X; �0).Proof. Suppose we have a map of complexes ' : f�G ! F . By the universalproperty of (f !; �f ) we get a unique map in '0 : G ! f ](F) in D+qc(X) such thatTr�fRf�'0 = '. Since G and f ]F are in Coz(X) therefore '0 has a unique repre-sentative (which we also denote '0) in Coz(X). Since f�G, f�f ]F and F are allin Coz�(Y), by Suominen's results in [Su], the relationship between Rf�'0 and 'translates to an equality (in Coz(Y)) Tr�ff�'0 = '. This proves the Lemma. �Examples 5.2.3. We give a few examples of f smooth and pseudo-�nite forwhich �f is an isomorphism. These are more or less an immediate consequence ofLemma 5.2.2. The idea is to show that ( f ]F ; Trf (F)) represents the functor F inthe Lemma. Note that if we show this for f and F as above we would indeed haveproved (via (5.2.1)) that �f (F) (and hence 
 !f (F)) is an isomorphism.(1) Let (X; �) 2 Fc with J 2 OX a coherent ideal containing an ideal ofde�nition of X. Denote by X� the completion of X with respect to J and by � :X� ! X the resulting map. The map � is pseudo-�nite and smooth of relativedimension zero (i.e. � is �etale and pseudo-proper). For F 2 Coz(X) and G 2Coz(X�) one checks via [LNS, Lemma 10.3.8(i)], [Ibid., Prop. 10.3.9] and especially[Ibid., Remark, 10.3.10] that R�JF = �JF , �]F = ���JF , ���]F = �JF and����G = G (see [AJL2, Proposition 5.2.8] for the last relation). Needless to say,we are using equality signs for many well-known canonical isomorphisms.The Trace map Tr�(F) : ���]F ! F is the natural map �JF ,! F . Let F bethe functor F = Hom�(���; F)on Coz�]�(X�). If G 2 Coz(X�), then �J��G = ��G and any map ��G  �! F inCoz(X) must factor (uniquely) as
��G  0�! �JF Tr���! F :(5.2.3.1)Now ��( 0) is a map from G to ���JF = �]F and ����( 0) =  0. Thus ' = ��( 0)solves Tr�(F)��' =  , and this is the only solution. Indeed for any solution ' wehave ��' =  0 by the uniqueness of the factorization (5.2.3.1) above, and hence' = ����(') = ��( 0). We have therefore proven that (�]F ; Tr�(F)) represents Fand hence that �� and 
 !� are isomorphisms.If X = Spf(R), J � R the open ideal corresponding to J, F = �(X; F),R� the J-adic completion of R, then �(X�; �]F) = �JF , �]F = �JF �R� and���]F = �JF �R. The map Tr� corresponds to the inclusion � JF � F .
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(2) Let (R;m; k) be a complete noetherian local ring, X = Spf(R;m) and x 2 Xthe unique point in X. Suppose that (Y; �) is an object in Fc and that f : X! Ya smooth pseudo-proper map of relative dimension d. Note that f is pseudo-�nite.Let y = f(x) and �(y) = p so that f ]�(x) = p. Note that y is a closed point of Y.Set A = OY;y and !R = �(X; !f ). For F 2 Coz�(Y) we may|via (2.3.2)|makethe identi�cation f ]F = ix �Hdm(F(y)
 !R)� [�p]:If resR=A : Hdm(F(y)
 !R)! F(y)is the residue map (2.3.3) then the trace map Tr f (F) : f�f ]F ! F is the composite

iy �Hdm(F(y)
 !R)� [�p] via resR=A������! iyF(y)[�p] natural����! F :
We want to show that (f ]F ; Trf (F)) represents the functor F in Lemma 5.2.2.Without loss of generality we assume that p = 0. By (2.2.2) (f ]F ; iyresR=A)represents the functor Hom�(f��; F(y)s) on Cozf]�(X). It follows easily that(f ]F ; Trf (F)) represents the functorF = Hom�(f��; F)on Cozf]�(X). Thus this is another instance where �f , and hence 
 !f is an isomor-phism.

The following lemma, based on the above examples, is very useful in establishingthat 
 !f is an isomorphism for smooth f .
Lemma 5.2.4. Let (X; �) be an object of Fc, x 2 X a closed point, R the

completion of OX;x at its maximal ideal, and� : X� := Spf(R; mR) �! X
the resulting pseudo-�nite �etale map. For a map � : F ! G in Coz�(X) the follow-
ing are equivalent(a) �!(QX(�)) is an isomorphism;(b) �(x) : F(x)! G(x) is an isomorphism.

Proof. Without loss of generality, we may assume that �( x) = 0. Note that� is a special case of (1) and (2) in 5.2.3 and hence we have isomorphisms�! �QX �!� ix [(�)(x)](and Tr�(F) may be identi�ed with the inclusion ixF(x) ,! F for F 2 Coz(X)).The Lemma follows. �

5.3. The isomorphism theorem for smooth maps. Let (A;m) be a localring and assume A is complete with respect to an ideal I (not necessarily m-primary)of A. Let Y = Spf(A; I), y 2 Y the unique closed point, � a codimension functionon Y, and p = �(y). Assume Y 2 F. Let K be an A-module which is an injectivehull of the residue �eld of A, and consider the OY-module K�A 2 Aqct(Y). SetF = K�A[�p]. Note that F 2 Coz(Y).
Lemma 5.3.1. In the above situation, if f : (X; �0)! (Y; �) is a smooth map

in F�c , then �f (F) is an isomorphism.
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Proof. Without loss of generality we may assume that p = �(y) = 0. Toreduce notational clutter we write R = f ]F and � = �f (F). Since the questionis local on X we assume X = Spf(R; J). Note that if J0 is the coherent OX idealcorresponding to the open ideal mR+ J of (R; J) then � 0J0R = R and therefore� 0J0(�) = �(5.3.1.1)We �rst prove the Lemma under the assumption that I is m-primary, i.e. (A;m)is a complete local ring and Y = Spf(A;m).Now F is a residual complex on Y (cf. [LNS, xx 9.1]). By [LNS, Proposi-tion 9.1.4] we conclude that R is a residual complex on X.We have a natural isomorphism of R-modules (from the de�nition of t-dualizingcomplexes, and from the nature of maps between Cousin complexes)R �!� Hom�0(R; R) =: [R; R]given by r 7! �r, �r= multiplication by r. In particular � = �f (F) corresponds toa unique element rf in R. We have to show that rf is a unit in R (this is equivalentto showing that � is an isomorphism). This is the same as showing that the imageof rf in bRn is a unit for every maximal ideal n of R ( bRn = completion of R atn). Pick such an n; it corresponds to a closed point x of X. With [R(x); R(x)] :=HomR(R(x); R(x)), we have a commutative diagram

R
��

f // [R; R]
��bRn f // [R(x); R(x)]

where the left column is the usual completion map and the right column is the resultof applying the functor ( �)(x) on morphisms in Coz(X). The horizontal arrow atthe bottom is r̂ 7! �r̂, where �r̂ is multiplication by r̂. (Note that R(x) is an bRnmodule being the injective hull of the residue �eld of Rn.) This bottom arrow is anisomorphism by Matlis duality. Thus the image of rf in bRn is a unit if and only if�(x) : R(x)! R(x) is an isomorphism.Let X� = X�n = Spf( bRn) (cf. Subsection 2.1) and � : X� ! X the natural map.By Theorem 4.1.4 (d) we have a commutative diagram
�]R
!�
��

f // (f�)]F

!f�
��

�!R�!(
!f )
���!f !F f // (f�)!F

According to 5.2.3 (2), 
 !f� and 
 !� are isomorphisms. Therefore �!(
 !f )|or, equiv-alently �!(QX�)|is an isomorphism. By Lemma 5.2.4, this means �(x) is an iso-morphism. Thus we are done if Y = Spf(A;m). (See also [S, p.124, Lemma 3]).Suppose I is not m-primary. Let bA be the m-adic completion of A, S the mR+J-adic completion of R and set U := Spf( bA;m bA), V := Spf(S;mS+JS). Let u : U! Y,v : V! X, g : V! U be the natural maps. Note that V = U�Y X and v; g are the
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two projections. The two maps u and v both satisfy the hypothesis on the map �in 5.2.3 (1). Hence 
 !u and 
 !v are isomorphisms. Now u]F = K� bA, and therefore(by what we proved for the case where I is m-primary) 
 !g(u]F) is an isomorphism.Using Theorem 4.1.4(d) we see that 
 !ug(F) is an isomorphism (since 
 !u and 
 !g(u]F)are isomorphisms). In other words 
 !fv(F) is an isomorphism. This coupled withthe fact that 
 !v is an isomorphism gives (via another application of loc.cit.) thatv!(
 !f (F)) is an isomorphism. Since QX(�) = �f �
 !f (see (5.1.3.3)), this implies thatv!QX(�) is an isomorphism. Now 
 !v is an isomorphism|by 5.2.3 (1)| and henceQVv](�) is an isomorphism. In other words v](�) is an isomorphism in Coz(V).Now, on Coz(X) we have the identity of functors v�v] = �J0 . Therefore using(5.3.1.1) we get � = �J0(�) = v�v](�) (the last via [LNS, 10.3.8(i), 10.3.9, 10.3.10])proving that � is an isomorphism. �Theorem 5.3.2. Let f : (X; �0) ! (Y; �) be a smooth map in F�c . Then the
functorial maps 
 !f : QXf ] ! f !QY and �f : f ] ! f ] are isomorphisms.

Proof. It is enough to show that �f is an isomorphism. The question is clearlylocal on X and by Theorem 4.1.4(c) it is local on Y too. So without loss of generalitywe assume that X = Spf(R; J) and Y = Spf(A; I) with J = J�R and I = I�A beingthe corresponding coherent ideal sheaves on X and Y respectively.We reduce to the case where the Krull dimension of Y is �nite. To that end,let y 2 Y be a point, A� the Iy-adic completion of OY;y , U = Spf(A�; IA�) andu : U ! Y the resulting adic �etale map. Consider the cartesian square (4.2.1). Toemphasize the role of y, write vy = v and gy = g. Now 
 !f is an isomorphism ifand only if v�y(
 !f ) is an isomorphism for every y 2 Y. By Proposition 4.2.2 this istrue if 
 !gy is an isomorphism for every y 2 Y. Since U has �nite Krull dimension,the theorem is true if it is true for bases Y of �nite Krull dimension and we restrictourselves to this case for the rest of the proof.Since Y is �nite dimensional, all Cousin complexes on Y are bounded. ForF 2 Coz(Y) and n 2 Z we let Fn denote the degree n component of F . ForF 6= 0 let a(F) = maxfnjFn 6= 0g � minfnjFn 6= 0g + 1. Note that for F 6= 0,a(F) <1. The theorem is clearly true for F = 0. We prove the result for non-zeroF by induction on a(F). So suppose the theorem is true for G 2 Coz(Y) such that1 � a(G) < l. Suppose a(F) = l. Let p = minfnjFn 6= 0g. We have a short exactsequence of Cousin complexes on ( Y; �)0 �! G �! F �! F p[�p] �! 0where F ! Fp[�p] is the natural projection. By [LNS, Lemma 10.2.4]0 �! f ]G �! f ]F �! f ](Fp[�p]) �! 0is exact. Now a(Fp[�p]) = 1 < l and a(G) � l � 1 and and hence by our induc-tion hypothesis �f (G) and �f (Fp[�p]) are isomorphisms. Since �f is functorial, itfollows that �f (F) is an isomorphism.It remains to prove the theorem when a(F) = 1. In this case F = H[�p] whereH = ��(y)=piyMy where My is a zero dimensional OY;y{module. So, without lossof generality, we assume that F = iyMy [q] (My a zero dimensional OY;y{module)for some point y 2 Y with �(y) = �q. We again set U = Spf(A�; IA�) whereA� is the completion of OY;y with respect to the ideal Iy . Let V, u, v be asin (4.2.1). Since F is concentrated at y, therefore, by the construction of f ]F ,
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we have f ]F(x) = 0 for every x not in f�1(y). This means that f ]F(x) is anbOY;y{module for every x 2 X. It follows that f ]F = v�v�f ]F . Since v is adicwe have v�f ]F = v]f ]F , and hence f ]F = v�v]f ]F and �f (F) = v�v](�f (F)).According to Proposition 4.2.2, v�
 !f (F) is an isomorphism if and only if 
 !g(u]F)is an isomorphism, i.e. v](�f (F)) is an isomorphism if and only if �g(u]F) is anisomorphism. Since �f (F) = v�v](�f (F)), it is enough to show that �g(u]F) is anisomorphism.Thus we are reduced to the case A is a local ring (so that Y has only oneclosed point y) and F is concentrated at y, i.e. F = iyM [q], M a zero dimensionalA{module. Let m be the maximal ideal of A. We can �nd an exact sequence0 �!M �! E0 �! E1
where E0 and E1 are injective A{modules with �mEi = Ei for i = 0; 1. LetGi = (Ei)�A[q], i = 0; 1. Note that each Gi is an object of Coz�(Y). Since f ]is an exact functor (see [LNS, Lemma 10.2.4]) and �f is functorial, we have acommutative diagram with exact rows

0 // f ]F�f
��

// f ]G0�f
��

// f ]G1�f
��0 // f ]F // f ]G0 // f ]G1Now each Ei, being injective and zero-dimensional, is of the form ��K, where Kis an injective hull of the residue �eld. By Lemma 5.3.1, �f (G0) and �f (G1) areisomorphisms. Hence �f (F) is also an isomorphism. �

6. The Cousin of the comparison mapIn the last section we showed that if f : X! X is smooth and is a composite ofcompacti�able maps then f ] is a concrete model for f !jCM(X). For non-smooth fsimple counter-examples exist showing that f ] cannot model f !jCM(X) in general.Indeed, let Y = SpecR where R is a discrete valuation ring with residue �eld k, andlet f : X := Speck ! Y be the natural closed immersion. Then f !k�R ' k � k[�1].Now k�R 2 CM(Y; �) where � is the codimension function on Y which is 0 on theclosed point. But k� k[�1] is not Cohen-Macaulay with respect to f ]� = 0. Notehowever that Ef](�)(k � k[�1]) ' k ' f ](k�R). It is worth asking|for a generalmap f : (X; �0) ! (Y;�) in F�c |if f ] is isomorphic to E�0(f !QX). One of theprincipal results of this paper is that this is so (see Theorem 6.3.1).6.1. De�nitions and notations. Let (X;�0)! (Y;�) be a map in F�c . De-�ne a functor fE : Coz�(Y)! Coz�0(X) by settingfE := E�0(f !QY)(6.1.1)
The functors f ] and fE can be compared via the map E�0(
 !f ). More preciselywe have a functorial map 
Ef : f ] ! fE(6.1.2)de�ned by the composite

f ] �!� E�0QXf ] E�0 (
!f )�����! E�0(f !QY) = fE :



176 PRAMATHANATH SASTRY
We will show that 
Ef is a functorial isomorphism. We have seen this is true whenf is smooth (cf. Theorem 5.3.2). Locally f can be factored as a closed immersionfollowed by a smooth map. We therefore turn our attention to closed immersions.

6.2. Closed immersions. Suppose f : (X; �0) ! (Y;�) is a closed immer-sion in Fc and suppose F 2 Coz�(Y). Recall from [AJL2, Example 6.1.3(4)] thatwe have an isomorphism �f�RHom�Y(f�OX; F) �!� f !Finduced by the universal property of ( f !; �f ) and the map
f� �f�RHom�Y(f�OX; F) = RHom�Y(f�OX; F) evaluation at 1���������! F :Recall also from [LNS] that we have an isomorphism of Cousin complexes�f�Hom�Y(f�OX; F) �!� f ]Fsuch that f� �f�Hom�Y(f�OX; F) f // f�f ]FTrf

��Hom�Y(f�OX; F) e // Fcommutes where e is \evaluation at 1". LetQYHom�Y(f�OX; F) �! RHom�Y(f�OX; F)(6.2.1)
be the obvious map obtained by applying Hom�Y(f�OX; �) to an Aqct(Y){injectiveresolution F ! J of F . Clearly the diagram

QX �f�Hom�Y(f�OX; F)(6.2.1)
��

f // QXf ]F
!f
���f�RHom�Y(f�OX; F) f // f !F

(6.2.2)

commutes, i.e. (6.2.1) is an aspect of 
 !f . We wish to examine a similar phenomenonat a punctual level, culminating in a tractable description of functor R�x(
 !f )('R�f(x)(f�
 !f )) for a point x 2 X. To that end suppose x 2 X, y = f(x), M = F(y),p = ��(y), R = OY;y and S = OX;x. There is an isomorphism (in D+(R))RHom�R(S; M [�p]) �!� R�yRHom�Y(f�OX; F)(6.2.3)de�ned as follows. Let P be the open prime ideal sheaf of OY corresponding to thepoint y 2 Y. Then �y = (�P)y = �my (�)y . The natural map �PF ! F induces amap RHom�Y(f�OX; R�PF) �! RHom�Y(f�OX; F)and since the source of this map is R�P stable, it factors through the mapR�PRHom�Y(f�OX; F)! RHom�Y(f�OX; F):It is not hard to see that the induced mapRHom�Y(f�OX; R�PF)! R�PRHom�Y(f�OX; F)
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is an isomorphism (for f�OX is coherent and f is adic). Now f�OX is coherent onY, and so on taking stalks at y we get an isomorphismRHom�R(S; R�yF) �!� R�yRHom�Y(f�OX; F):Since R�yF =M [p], we obtain the map (6.2.3).Next, let QRHom�R(S; M ) �! RHom�R(S; M )(6.2.4)be the obvious map obtained by applying Hom �R(S; �) to an R-injective resolutionM ! I� of M . Note that the 0th cohomology of (6.2.4) is an isomorphism.

Proposition 6.2.5. With notations as above, the following diagram commutes:
QRHom�R(S; M [p])
(6.2.4)[p]

��

QR�yHom�Y(f�OX; F) f // R�yQYHom�Y(f�OX; F)
R�y(6.2.1)
��RHom�R(S; M [p]) f(6.2.3) // R�yRHom�Y(f�OX; F)

Proof. The proof is a straightforward unraveling of de�nitions. We point outthat if � : F ! J is a resolution of F by injectives in Aqct(Y) then �y(�) :M [p]!�y(J) is an injective resolution of M [p]. We leave the details to the reader. �
Corollary 6.2.5.1. Let f : (X; �0) ! (Y; �) be a closed immersion in Fc.

Then 
Ef : f ] ! fE is an isomorphism.

Proof. It is enough to show that for x 2 X, H�0(x)x (
 !f ) is an isomorphism,or equivalently H�py (f�
 !f ) is an isomorphism where y = f(x) and p = ��(y). By(6.2.2) and the Proposition, this is so if and only if H �p((6.2.4)[p]) is an isomor-phism, i.e. if and only if H0(6.2.4) is an isomorphism. But H0(6.2.4) is obviouslyan isomorphism. �
Proposition 6.2.6. Let f : (X;�0)! (Y;�) be a closed immersion in Fc andF an object in Coz�(Y). Then f !F is Cohen-Macaulay with respect to �0 if and

only if for every x 2 X and every i 6= 0ExtiR(S; M ) = 0
where M = F(f(x)), S = OX;x and R = OY;f (x).Proof. According to (6.2.3),

Hi+�0(x)x (f !F) ' ExtiR(S; M );giving the proposition. �
Proposition 6.2.7. Suppose f : (X; �0) ! (Y; �) is a map in F�c and F 2Coz�(Y) is a complex of injective objects of Aqct(Y). Then f !F is Cohen-Macaulay

with respect to �0.
Proof. Suppose �rst that f is a closed immersion. For y 2 Y, M = F(y) isan injective R = OY;y{module. The result follows from Proposition 6.2.6.
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If f is not a closed immersion then, locally, f = gh with h a closed immersionand g a smooth map in F�c . By Theorem 5.3.2 we see that g!F ' g]F . If the sourceof g is (P; g]�), then the Cousin complex g]F is a complex of Aqct(P){injectives.By what just proved in the previous paragraph, h!g]F is Cohen-Macaulay. Buth!g]F ' f !F in D+qct(X) and we are done. �

6.3. General maps. We are now in a position to prove
Theorem 6.3.1. Suppose f : (X; �0) ! (Y; �) is a map in F�c . Then the

functorial map 
Ef : f ] �! fE
is an isomorphism.

Proof. The question is local and therefore we may assume that f = gh whereh is a closed immersion and g is a smooth map in F�c . By Theorem 4.1.4 (d) wehave a commutative diagram
h]g]

!h
��

f // f ]

!f
��

h!g]
h!
!g
��h!g! f // f !Applying E�0 to the above diagram we get a commutative diagram

h]g] f //


Eh
��

f ]

Ef
��

E�0(h!g])
via 
!g

��E�0(h!g!) f // fE
Since h is a closed immersion, 
Eh is an isomorphism by Corollary 6.2.5.1, and byTheorem 5.3.2 
 !g is an isomorphism. It follows that 
Ef is an isomorphism. �

Theorem 6.3.2. Let F 2 Coz�(Y). The following are equivalent:(i) The map 
 !f (F) is an isomorphism.(ii) The twisted inverse image f !F is Cohen-Macaulay with respect to �0.
Proof. Clearly (i)) (ii). To go the other way, suppose the complex f !F isCohen-Macaulay. Then 
 !f (F) is a morphism in the category CM(X; �0). Sincethe functor E : CM(X;�0)! Coz�(X) is an equivalence of categories, it is enoughto prove that E(
 !f (F)) is an isomorphism. This follows from the Theorem. �

Theorem 6.3.3. Let F be an object in Coz�(Y). Then the following are equiv-
alent (a) F is a complex of Aqct(Y){injectives.
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(b) f !F is Cohen-Macaulay with respect to f ](�) for every map f in F� with

target Y.(c) 
 !f (F) is an isomorphism for every map f in F�c with target (Y; �).(d) 
 !f (F) is an isomorphism for every closed immersion f in Fc with target(Y; �).(e) The map 
 !f (F) is an isomorphism for every closed immersion of the formf : (X; �0)! (Y; �) with X an ordinary integral scheme.Proof. From Proposition 6.2.7 we get (a) ) (b). By Theorem 6.3.2 we have(b), (c). Clearly we have a chain of implications (c) ) (d)) (e). It remains toshow that (e)) (a). So suppose (e) is true. Let y be a point in Y and R = OY;y .We have to show that M := F(y) is an injective R{module. Since �mRM = Mit enough to show that �i(mR; M ) = 0 for i > 0 where, for p 2 SpecR, �i(p; M )is the ith Bass number of M at p. Let X be the closed integral subscheme of Yde�ned by the closure of y in Y, i.e. X = Spec(OY=I) where I is the open primeideal sheaf corresponding to the point y 2 Y. Let f : X ,! Y be the resulting closedimmersion. Let x 2 X be the unique point such that f(x) = y. Note that x is thegeneric point of X and the local ring of X at x is kR. According to our hypothesisf !F is Cohen-Macaulay with respect to f ]�. By Proposition 6.2.6ExtiR(kR; M ) = 0for i > 0. It follows that �i(mR; M ) = 0 for i > 0. �Remark 6.3.4. Note that by [LNS, Theorem4.3.1 IV.], if F is a Cousin com-
plex on (Y;�) consisting of Aqct(Y) injectives (so that for y 2 Y, F(y) is a direct
sum of injective hulls of the residue �eld at y) then f ]F is complex of Aqct(X){
injectives for every map f : X! Y in F�.One can eliminate references to 
 !f in the above Theorem and state it completelyin terms of Grothendieck duality and Gorenstein complexes|a notion which wenow de�ne. Let (Y;�) be as Theorem 6.3.3. A complex F in D+qct(Y) is said tobe Gorenstein with respect to � if it is Cohen-Macaulay with respect to � andif its Cousin complex with respect to � consists of injective objects in Aqct(Y).Theorem 6.3.3 and Remark 6.3.4 give us the following (where we decided to keepmatters simple and not list all possible equivalences obtainable from Theorem 6.3.3and Remark 6.3.4):Theorem 6.3.5. Let (Y; �) be as in Theorem 6.3.3, and let F be an object ofDqct(Y). Then the following are equivalent:(a) f !F is Cohen-Macaulay with respect to f ]� for every map f in F� with

target Y.(b) f !F is Gorenstein with respect to f ]� for every map f in F� with targetY.(c) F is Gorenstein with respect to �.

7. The Comparison map for 
at morphismsTheorem 6.3.2 shows that 
 !f is an isomorphism of functors if and only if f !takes Cohen-Macaulay objects to Cohen-Macaulay objects. This characterization,unfortunately, does not give us much information about the map f . In this sec-tion we prove that 
 !f is an isomorphism of functors if and only if f is 
at (cf.Theorem 7.2.2).
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7.1. Tor and Ext. Consider a commutative diagram in F

X
f ��???????
h // Pg

��Ysuch that g is smooth and h is a closed immersion (so that h is adic).Proposition 7.1.1. Let x 2 X and let S, R and A be the local rings at x,h(x) and f(x) respectively. Let k be the residue �eld of A, R = R 
A k, K anR-injective hull of the residue �eld of R, and ' : bA! bR the map of complete local
rings induced by g.(a) For every integer i there is an isomorphism of R{modulesExtiR(S; '](k)) �!� HomR(TorRi (S; R); K);

i.e. ExtiR(S; '](k)) is the Matlis dual of the �nitely generated R{moduleTorRi (S; R).(b) Let i be an integer. Then the following are equivalent:(i) ExtiR(S; '](M)) = 0 for every �nitely generated 0-dimensional A{
module M ;(ii) ExtiR(S; '](M)) = 0 for every 0-dimensional A{module M ;(iii) TorAi (S; k) = 0.Proof. The statements are a tri
e disingenuous since both statements aretrivially true if i is negative. However stating matters the way we have avoidsannoying trivialities later.Let d = dimR, m the maximal ideal of R and m the maximal ideal of R. Since!g;x ' R we have R{isomorphisms'](k) ' Hdm(k 
A !g;x) ' Hdm(R) ' Hdm(R):Since R is a regular local ring, Hdm(R) is an R{injective hull of the residue �eld ofR. This means we have an R{isomorphism'](k) ' HomR(R; K)since the right side is also an R{injective hull of the residue �eld of R. Let F � ! Sbe an R{free (and hence A{
at) resolution of S. We haveExtiR(S; '](k)) ' Hi(HomR(F �; HomR(R; K)))' Hi(HomR(F � 
R R; K))' HomR(H�i(F � 
R R); K) (sinceK isR{injective)' HomR(TorRi (S; R); K);thus proving part (a).In order to prove part (b), �rst note that Tor Ri (S; R) ' TorAi (S; k), sinceF � 
R R = F � 
A k.Next note that since Ext iR(S;�) commutes with direct limits, and since '] 'Hdm(� 
A R) commutes with direct limits, (i) and (ii) are equivalent (for everymodule is the direct limit of �nitely generated modules). Now suppose that for agiven i condition (ii) holds: ExtiR(S; '](M)) = 0 for every M 2 A]. Since k 2 A]
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this implies by part (a) that the Matlis dual of the �nitely generated R{moduleTorRi (S; R) is zero. This means TorRi (S; R) = 0, whence TorAi (S; k) = 0.We have to show that if i satis�es condition (iii), then it satis�es condition (i).So suppose that i is such that TorAi (S; k) = 0, i.e. TorRi (S; R) = 0. Let F be thefunctor on �nitely generated A{modules in A] given byF := ExtiR(S; ']�):We have to show that F (M) = 0 for every M 2 A] which is �nitely generated. Weproceed by induction on the length `(M) of M . If `(M) = 1, then M ' k, andby part (a) F (k) = 0 since we have TorRi (S; R) = 0. If `(M) > 1 we have a shortexact sequence of A{modules0 �!M 0 �!M �!M 00 �! 0with `(M 0); `(M 00) < `(M). By induction hypothesis F (M 0) = F (M 00) = 0. Now'] is exact (see [LNS, Lemma 10.2.4]) and henceF (M 0) �! F (M) �! F (M 00)is exact. It follows that F (M) = 0. �

7.2. Local cohomology and the twisted inverse image. In this subsec-tion we examine the relationship between certain local cohomology modules asso-ciated with the twisted inverse image functor and Tor modules.Proposition 7.2.1. Let f : (X; �0) ! (Y; �) be a map in F�c . Let x 2 X,y = f(x), S = OX;x, A = OY;y and k the residue �eld of A. Let p = �(y) andq = �0(x). Then for a �xed integer i the following are equivalent:(i) Hi+qx (f !(iyM [�p])) = 0 for every M 2 A].(ii) Hi+qx (f !(iyM [�p])) = 0 for every �nitely generated A{module in A].(iii) Hi+qx (f !F) = 0 for every Cousin complex F 2 Coz�(Y).(iv) TorAi (S; k) = 0Proof. Since the statements are local in a neighborhood of x, we assume thatf = gh, where h : X ! P is a closed immersion and g is smooth (and a compositeof compacti�able maps). Let R be the local ring at h(x) and suppose ' : bA! bR isas in the statement of Proposition 7.1.1.(i), (ii). By (6.2.3) Hi+qx (f !iyM [�p]) is isomorphic to Ext iR(S; '](M)). As inthe proof of Proposition 7.1.1(b), by taking direct limits we see that (i) and (ii) areindeed equivalent.(i)) (iii). Suppose F 2 Coz�(Y). Let z = h(x) and let M = F(y), G1 = g]F ,G2 = g](iyM [�p]). Then G1(z) = G2(z) = '](M). By (6.2.3) applied to the map hwe see that R�zRHom�P(h�OX; G1) f ����(6.2.3) RHom�R(S; ']M [�q])
f����!(6.2.3) R�zRHom�P(h�OX; G2):

Thus (since QXg] ' g!QY on Coz(Y))R�xh!g!F ' R�xh!g!(iyM [�p])i.e. R�xf !F ' R�xf !(iyM [�p]):
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By (i) it follows that H i+qx (f !F) = 0.(iii)) (iv). Set F = (iyk)[�p] and let K be an R{injective hull of the residue�eld of R. ThenHomR(TorRi (S; R 
A k); K) f���!7:1:1 ExtiR(S; '](k)) f����!(6.2.3) Hi+qx (f !F):
But by (iii) the last S{module is zero. Hence TorRi (S; R 
A k) = 0 (since its R{Matlis dual is zero and it is �nitely generated as an R{module). In other wordsTorAi (S; k) ' TorRi (S; R 
A k) = 0.(iv)) (i). By Proposition 7.1.1 (b), if TorAi (S; k) = 0 then ExtiR(S; '](M) = 0for every M 2 A]. By (6.2.3) this means that H i+qx (h!g](iyM [�p])) = 0 for everyM 2 A]. Since g](iyM [�p]) ' g!(iyM [�p]) (cf. Theorem 5.3.2) we are done. �

Theorem 7.2.2. Let f : (X; �0) ! (Y; �) be a map in F�c . The following are
equivalent:(i) The map 
 !f : QXf ] ! f !QY is an isomorphism of functors.(ii) If F 2 Coz�(Y) then f !QYF 2 CM(X; �0).(iii) The functor f !jCM(Y;�) takes values in CM(X; �0).(iv) The map f is 
at.

Proof. By Theorem 6.3.2 (i) and (ii) are equivalent. Moreover (ii) and (iii)are clearly equivalent. We will show that (ii) , (iv). By Proposition 7.2.1, f !F isCohen-Macaulay with respect to � 0 for every F 2 Coz�(Y) if and only if for everyx 2 X and every i 6= 0 TorOY;yi (OX;x; k) = 0 where y = f(x) and k is the residue�eld at y. By [M, p. 174, Theorem 22.3 (i) and (iii)] this is equivalent to OX;x being
at over OY;y . �

8. The universal property of the traceIf f : (X; �0)! (Y; �) is a pseudo-proper map in Fc and � : f�C ! F a map ofcomplexes where C 2 Coz�0(X) and F 2 Coz�(Y), then the resulting map C ! f !FinD+qct(X) induces|on applying the Cousin functor E� and the inverse of 
Ef (F)|a map of Cousin complexes �(�) : C ! f ]F . This suggests that (f ]F ; Trf (F))represents the functor HomY(f�C; F) of Cousin complexes C 2 Coz�0(X). What isrequired is to show that � = Trf (F)��(�) and that � = �(�) is the only solution ofthe equation � = Trf (F) � �. This section proves these assertions and hence provesthat (f ]F ; Trf (F)) has a universal property giving us a duality theory for Cousincomplexes.Throughout this section we �x a morphism f : (X; �0)! (Y; �) in Fc.
8.1. Duality for Cousin complexes. For the rest of this section the mapf is assumed to be pseudo-proper. For C 2 Coz�0(X), F 2 Coz�(Y) and a map ofcomplexes � : f�C ! F we de�ne a map~�(�) : QXC ! f !F(8.1.1)as the unique map such that �f (F) �Rf�(~�(�)) = QY(�) (we are implicitly usingRf�C ' QYf�C.) The natural isomorphism C �!� E�0QXC followed by E�0(~�(�))gives us a map �0(�) : C ! fEF(8.1.2)
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in Coz(X). Since 
Ef is an isomorphism, we can de�ne a map

�(�) : C ! f ]F(8.1.3)
in Coz(X) as the map satisfying 
Ef (F) � �(�) = �0(�).For the rest of this section we �x the data ( C; F ; �) where C 2 Coz�0(X),F 2 Coz�(Y) and � is a map of complexes � : f�C ! F . Note that if x 2 X andy 2 Y then � induces a map C(x) ! F(y). By [LNS, Lemma 10.2.1] this map iszero unless y = f(x) and x is closed in f�1(y). For x 2 X closed in f�1(f(x)) let�(x) : C(x)! F(f(x))(8.1.4)be the map induced by � : f�C ! F . Then� =Xx if(x)�(x)
where the sum is taken over points x which are closed in their �bers over Y.

Lemma 8.1.5. Suppose � 2 Hom�0(C; f ]F) is such that Trf (F)�f�� = �. Then� = �(�).
Proof. By the universal property of (f !; �f ) we see that 
 !f (F)�QX(�) = ~�(�).This implies, by the de�nition of �0(�) (cf. (8.1.2)) and of 
Ef that 
Ef (F)�� = �0(�).It follows that � = �(�). �Let F p(C), Gp(C) be the complexes in [LNS, xx 10.2] (cf. especially the discus-sion immediately following the proof of Lemma 10.2.4 in Ibid..
Lemma 8.1.6. Let F 0 and C0 be Cousin complexes on (Y; �) and (X; �0) respec-

tively and suppose ' 2 Hom�0(C0; C),  2 Hom�(F 0; F) and �0 2 HomY(f�C0; F 0)
are such that the diagram of complexes

f�C0�0
��

f�' // f�C�
��F 0  // F

commutes. Then �(�) � ' = f ]( ) � �(�0)
in Coz�0(X).

Proof. By the universal property of (f !; �f ) we have ~�(�)�QX' = QXf ]( )�~�(�0). The Lemma follows. �For a Cousin complex C on (X;�0), let fF pCg and fGpCg be the �ltrationsin [LNS, xx 10.2] (see material immediately following the proof of [ Ibid., 10.2.4]).Recall from [LNS, xx 10.2,(93)] that F pF = f ](��pF) and Gp(F) = f ](��pF).Note that by [LNS, Lemma 10.2.1] the maps �(x) of (8.1.4) induce maps�+ = �+p : f�F p(C)! ��pF�� = ��p : f�Gp(C)! ��pF(8.1.6.1)
where, for example, �+p = Px if(x)�(x)|the sum being taken over points x suchthat �0(x) = �(f(x)) � p.
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Lemma 8.1.7. The diagram

F p(C)
�(�+)

��

// C
�(�)
��

// Gp(C)
�(��)
��f ](��pF) // f ]F // f ](��pF)

commutes.
Proof. One checks, by the de�nition of �+, that

f�F p(C) //

�+
��

f�C�
����pF // Fcommutes, where the horizontal arrows are the obvious inclusions. The rectangle onthe left in our assertion therefore commutes by Lemma 8.1.6. A similar argumentgives the commutativity of the rectangle on the right. �

Remark 8.1.8. The above lemma asserts that �(�+p ) = F p(�(�)) and �(��p ) =Gp(�(�)).Proposition 8.1.9. Trf (F) � f�(�(�)) = �.
Proof. Let x 2 X be closed in its �ber. By [LNS, Lemma 10.2.1] it is enoughto show that Trf;x(F) � �(�)(x) = �(x):(8.1.9.1)Let p = �0(x). We have the identities �(x) = ��p (x), Trf;x(F) = Trf;x(��pF) and(by Lemma 8.1.7) �(�)(x) = �(��p )(x). Thus, without loss of generality, we assumethat F = ��pF and C = Gp(C), by replacing C by Gp(C), F by ��pF and � by ��p .Now let C0 := ixC(x)[�p]:Since C = Gp(C), the natural map ' : C0 ! C{induced by the identity map C0(x)!C(x){is a map of complexes. Moreover, since F = ��pF , the map �(x) induces amap of complexes �0 : C0 ! F such that �0(x) = �(x). Lemma 8.1.6 applied to 'above and  = 1F gives us �(�)(x) = �(�0)(x). Thus in order to establish (8.1.9.1),we may (and will) assume that C = C0 and � = �0, i.e. C is concentrated at x.Let A and S be the completions of the local rings at y = f(x) and x respectively,and h : A ! S the map induced by f . The pair ((f ]F)(x); Trf;x(F)) representsthe functor HomA(M; F(y)) of 0{dimensional S{modules M . Therefore we have amap d : C(x)! (f ]F)(x) such that Trf;x(F) � d = �(x). Since C = ixC(x)[�p], themap d gives rise to a map of complexes � : C ! f ]F given by the composite

C ix(d)[�p]������! ix((f ]F)(x))[�p] natural����! f ]F :The second arrow is a map of complexes since the nth graded piece of F for n � pis zero and x is a point closed in its �ber with � 0(x) = p. Clearly Trf (F) � � = �.By Lemma 8.1.5 we are done. �For future reference we gather the results in Lemma 8.1.5 and Proposition 8.1.9into the following theorem.
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Theorem 8.1.10. Let f : (X; �0)! (Y; �) be a pseudo-proper map in Fc. ForC 2 Coz�0(X) and F 2 Coz�(Y) the natural mapHom�0(C; f ]F)! HomY(f�C; F)� 7! Trf (F) � f��

is a bifunctorial isomorphism. In particular, the pair (f ]F ; Trf (F)) represents the
functor HomY(f�C; F) of Cousin complexes C on (X; �0).

Proof. Lemma 8.1.5 proves that the map � 7! Trf (F)�f�� is injective. Propo-sition 8.1.9 shows that it is surjective. �Theorem 8.1.10 has an interesting corollary when f is a pseudo-�nite map, i.e.f is pseudo-proper and its �bers are �nite, or equivalently, f is pseudo-proper anda�ne. In this case, f corresponds locally (on Y) to a homomorphism ' : (R; I) !(S; J) of adic rings (i.e. '(I) � J) and S=J is a �nite R-module. Let U = Spf(R; I)and V = f�1(U) = Spf(S; J). As in [AJL2, xx 2.1] setHomR;J (S; F ) := �JHomR(S; F )where F = �(U;F) (F 2 Coz�(Y) as in Theorem 8.1.10). We point out thatthe complex HomR;J (S; F ) can also be interpreted as the complex of S{modules of
continuous R{maps from S to F when S is J{adically topologized and F is discrete.Moreover HomR;J (S; F ) = lim��!n HomR(S=Jn; F )(8.1.10.1)
by standard 3-lemma arguments. Since OX is coherent and F is a Cousin complexthe complexes HomR;J (S; F )eS can be patched as U = SpfR varies over an a�neopen cover of Y to give a complex f [F (cf. [LNS, Lemma 2.3.5(iii)] applied to thetorsion modules HomR;J (S;F(y)) for y 2 Y).If J is a de�ning ideal for X and Xn = (X; OX=Jn) then by (8.1.10.1)

f [F = lim��!n in�f [nF(8.1.10.2)
where in : Xn ,! X is the natural closed immersion and fn : Xn ! Y the resulting�nite (= adic and pseudo-�nite) map. It is not hard to see that f [nF is Cousin on(Xn; fn]�), whence f [F is Cousin on (X; �0). Moreover, for x 2 X (with y = f(x))one has (f [F)(x) = �m bSHom bR(bS;F(y)) = HomcbR(bS; F(y))(8.1.10.3)
where bR (resp. bS) is the completion of the local ring at y (resp. x) and the super-script \c" over the Hom on the right refers to continuous bR{maps with bS having thembS{adic topology and F(y) having the discrete topology. The relation (8.1.10.3)is obtained by using (8.1.10.2) to reduce to the case where f is �nite where therelation is not hard to establish. Using [Hu1, x 7] (see also (2.2.2)) we have anisomorphism of bS{modules

�(x) = �f (x) : (f ]F)(x) �!� HomcbR(bS; F(y)) = (f [F)(x)characterized by the relation
e(x) ��(x) = Trf (F)(x)
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where e(x) : HomcbR(bS; F(y))! F(y) is \evaluation at 1". That this is a character-ization is readily seen by observing that ( f ]F(x); Trf (F)(x)) and (f [F(x); e(x))represent the same functor, viz. the functor Hom bR(N; F(y)) of zero-dimensionalbS{modules N .From the �(x) we get in an obvious way a map of graded OX{modules�f (F) : f ]F �!� f [Fwhich is functorial in F 2 Coz�(Y). A consequence of Theorem 8.1.10 is thefollowing:Corollary 8.1.11. Let f : (X; �0)! (Y; �) be a pseudo-�nite map in Fc andF a Cousin complex on (Y; �). Then the graded map �f (F) above is a map of
complexes.Proof. By (8.1.10.2) it is enough to assume f is �nite. We have a map
e : f�f [F ! F given by \evaluation at 1" (note that f�f [F = Hom�Y(f�OX; F)).Clearly (f [F ; e) represents the same functor that ( f ]F ; Trf (F)) does. This resultsin an isomorphism �0 : f ]F �!� f [Fsuch that e�f�(�0) = Trf (F). It follows that for a point x 2 X, �0(x) = �f (F)(x),whence �0 = �f (F). �

9. VariantsIn this section we construct a variant of �! on the full subcategory of F con-sisting of schemes which admit a bounded residual complex (cf. [ LNS, xx 9.1], [Y,5.9] and, for related matters, [AJL2, xx 2.5]). For every such scheme, the asso-ciated category X(!) is a full subcategory eD�c (X) of eD+qc(X). The method we useis Grothendieck's original method via residual complexes developed in [ Hrt], butwith our canonical Cousin complex valued pseudofunctor �] of Cousin complexes(more precisely, its \restriction" to residual complexes) in place of �� of [Hrt].Moreover, we are dealing with formal schemes rather than ordinary schemes andhence there is a need to retell the story, albeit in an abbreviated form. The readeris advised to look at the very careful account given by Conrad in [ C, Chapter 3](especially x 3.3 and x 3.4) to 
esh out missing details in what follows.9.1. Preliminaries. Let Y be a noetherian formal scheme. Suppose Y ad-mits a bounded residual complex R [LNS, xx 9.1]8 such that R 2 D�c (Y). By[LNS, 9.2.2 (ii) and (iii)] R is a t{dualizing complex in the sense of [AJL2, Def-inition 2.5.1]. By [Y, Theorem5.6], if R0 is another residual complex on Y thenR0 ' R 
 L[n] for an invertible OY{module L and an integer valued locally con-stant function n. The residual complex R induces a codimension function �R on Y;for a point y in Y, �R(y) is the unique integer p such that Hp(R) is non-zero.For any E 2 D(Y) set DR(E) := RHom�(E ; R):Now, R is a complex of Aqct(Y){injectives (cf. [LNS, 9.1.3] and [LNS, 2.3.6 (ii)]),and therefore, if E 2 D+qct(Y) we may, and will, make the identi�cationDR(E) = Hom�(E ; R)8This forces Y to have �nite Krull dimension.
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(cf. [AJL2, Proposition 5.3.1]). We refer the reader to [AJL2, xx 2.5]|especially(a) and (c) of Proposition 2.5.8|for further details on DR.

9.2. Twisted inverse image via residual complexes. Let Fr be the fullsubcategory of F consisting of schemes which admit bounded residual complexes.For Y 2 Fr let D�c (Y) and eD�c (Y) be as in Subsection 1.1 and set
Y(!) := eD�c (Y):For the rest of this subsection we �x maps

V h�!W g�! X f�! Yin Fr.Suppose R is a residual complex on Y. De�ne
f (!)R : Y(!) �! X(!)

by setting
f (!)R := Df]R � Lf� � DR �R� 0Y :(9.2.1)

This functor takes values in X(!) for the following reasons; (a) E 2 Y(!) ) R� 0YE 2D�c (Y) \D+(Y) by de�nition of Y(!); (b) E 2 D�c (Y) \D+(Y) ) DR(E) 2 D�c (Y)by [AJL2, Proposition 2.5.8 (a)], (c) G 2 D�c (Y) ) Lf�G 2 D�c (X) and (d) F 2D�c (X)) Df]R(F) 2 D�c (X) \D+(X) by [AJL2, Proposition 2.5.8 (b)].De�ning a pseudofunctor �(!) on Fr is now a formal process given in detail in[C, x 3.3]. We point out the main steps.1) If R0 is another residual complex on Y, then as in [C, p. 135, (3.3.12)] wehave a comparison map (an isomorphism)
�R;R0 = �f;R;R0 : f (!)R0 �!� f (!)Rstemming from R0 ' R
L[n] for some invertible sheaf L which is compatible witha similar relation between f ]R0 and f ]R via f�L[n] (cf. Subsection 2.5 for therelationship between f ](R[n]) and (f ]R)[n]). This map does not depend on theisomorphism R0 ' R 
 L[n]. We sketch the idea behind the independence. Theonly non-trivial case is when L = OY and n = 0. The issue comes down to this:suppose ' : R �!� R is an automorphism, then we have to show that the inducedautomorphism ~' : f (!)R �!� f (!)R is the identity map. For this assume without lossof generality that Y = Spf(A; I). Then ' is given by multiplication by a unita 2 A. The map ~' can be obtained by taking any path from the top left vertex tothe bottom right vertex in the commutative diagram (note that all the arrows areinvertible):

Df]R(Lf�DR(F)) Hom�(Lf�DR(F); f ]')// Df]R(Lf�DR(F))
Df]R(Lf�DR(F))

oDf]R(Lf�Hom�(F ; ')) OO
Hom�(Lf�DR(F); f ]')// Df]R(Lf�DR(F))

o Df]R(Lf�Hom�(F ; '))OO

But all arrows are multiplication by the unit a of A giving that ~' is the identityarrow.
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The map �R;R0 satis�es the cocycle condition for three residual complexesR;R0;R00 given in [C, p. 135, (3.3.13)]. Standard techniques give a well de�nedfunctor

f (!) : Y(!) �! X(!)(9.2.2)
together with isomorphisms

�R = �f;R : f (!)R �!� f (!)
satisfying �R;R0 = ��1R � �R0 :

2) As in [C, p. 136, (3.3.15)] the isomorphism C]g;f : g]f ]R �!� (fg)]R givesan isomorphism
C(!)g;f;R : g(!)f]Rf (!)R �!� (fg)(!)R

in such a way that \associativity" holds|the last because �] is a pseudofunctor.One checks that the isomorphism
C(!)g;f : g(!)f (!) �!� (fg)(!)(9.2.3)

de�ned by C(!)g;f;R, �f;R, �g;f ]R and �fg;R is independent of R.This gives the required (pre){pseudofunctor on Fr.
9.3. Comparison of the two twisted inverse images. We will use thediscussion in Subsection 3.3 to show that �! and �(!) agree whenever both arede�ned (cf. Theorem 9.3.10). With that in mind we examine the two theories foropen immersions and for pseudo-proper maps.1) Suppose f : X! Y is an open immersion in Fr. Let R be a residual complexon Y. Then f ]R = f�R. Moreover f ! = f�� 0Y = � 0Xf�. If F 2 Y(!) we have thefollowing sequence of isomorphisms

f (!)R F = Hom�X(f�Hom�Y(� 0YF ; R); f�R)= Hom�X(Hom�X(f�� 0YF ; f�R); f�R)= Df�RDf�Rf�� 0YF�!� f�� 0YF= f !F
(9.3.1)

Let �f;R : f (!)R F �!� f !F be the above composite. It is easy to verify that
�f := �f;R � ��1R : f (!) �!� f !jY(!)(9.3.2)

is independent of R.2) Suppose f : X ! Y is a map in Fr which is pseudo-proper. Let R be aresidual complex on Y and let F be an object in Y(!). One then has the following
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sequence of maps|the �rst arrow arising from the adjoint pair ( Lf�; Rf�):Rf�f (!)F f����! Rf�RHom�X(Lf�DR� 0YF ; f ]R)f����! RHom�Y(DR� 0YF ; Rf�f ]R)viaTrf����! RHom�Y(DR� 0Y ; R) = DRDR� 0YFf���! � 0YFnat'l����! F
(9.3.3)

The above composite gives a trace map�R(F) = �f;R(F) : Rf�f (!)F �! F :If g : W ! X is a second pseudo-proper map, one checks using (2.2.6) (i.e. thetransitivity property of traces on Cousin complexes) that the following relationholds �R;fg = �f;R � �f]R �Rf�Rg�(C(!)g;f;R)�1:(9.3.4)De�ne � rf := �f;R �Rf�(��1R ):(9.3.5)Since Trf (R) is compatible with Zariski localizations of Y, functorial with respect tomaps of residual complexes with the same codimension function (whence compatiblewith tensoring R by an invertible sheaf) and compatible with translations of residualcomplexes (cf. Subsection 2.5), therefore one checks that� rf : Rf�f (!) ! 1Y(!)is independent of the residual complex R. Since a residual complex on Y is acomplex of Aqct(Y){injectives therefore Theorem 6.3.3 applies and we make theidenti�cations f !R = f ]R �f (R) = Trf (R)(9.3.6)By [AJL2, 2.5.12 and 6.1.5(b)] and (9.3.6) we get an isomorphism�f : f (!) �!� f !jY(!)(9.3.7)|the map �f being the unique map arising from the universal property of the pair(f !; �f ) for which the relation � rf = �f �Rf��f(9.3.8)holds.If g : W ! X is a second pseudo-proper map then the transitivity relation(9.3.4) above gives us a commutative diagram
Rf�Rg�g(!)f (!)�rg

��

R(fg)�g(!)f (!) f // R(fg)�(fg)(!)�rfg
��Rf�f (!) �rf // 1Y(!)

(9.3.9)

We are now in a position to state the following Theorem, which can be reformu-lated as stating that appropriate restrictions of the pseudofunctors �! and �(!) areisomorphic.
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Theorem 9.3.10. There is a unique family of isomorphisms

�f : f (!) �!� f !jY(!) ;
one for each map f : X! Y in Fr \ F� such that(a) If f is pseudo-proper and F 2 Y(!) then �f is the map (9.3.7), i.e., it is

the unique map satisfying� rf (F) = �f (F) � �f (F):(b) If f is an open immersion then �f is the isomorphism (9.3.2).(c) If g : W! X is a second map in Fr \ F� then the diagram

g(!)f (!)
�g ;�f o

��

fC(!)g;f // (fg)(!)�fgo
��(g!f !)jY(!) fC!g;f // (fg)!jY(!)

(9.3.10.1)

commutes.(d) The map �f is compatible with Zariski localizations of Y.
Proof. We wish to use Theorem 3.3.4. To that end, for X 2 Fr \ F� let

SX : X(!) = eD�c (X)! X! = eD+qc(X)be the natural inclusion. Here is the dictionary to help us pass from Subsection 3.3to the situation we are now in. The subcategory G in Subsection 3.3 is, for us,Fr \F�, the pseudofunctor �\ is �(!) and the maps 
f for f 2 P[F are the maps�f of (9.3.2) and (9.3.7). Checking diagram (3.3.1) commutes amounts to checkingthat (9.3.10.1) commutes when f and g are either both open or both pseudo-proper.In view of (9.3.9), the diagram (9.3.10.1) commutes whenever f and g are bothpseudo-proper. If f and g are both open immersions then from the de�nition in(9.3.1) it is clear that (9.3.10.1) commutes.Next suppose f : X! Y is a pseudo-proper map in Fr\F� and suppose u : U!Y is an open immersion. Consider the resulting �ber square diagram (3.3.2). Picka residual complex R on Y. Then Trf (R) is compatible with open immersions intoY and hence so is � rf . It follows that (3.3.3) commutes. �

Remark 9.3.11. As we mentioned earlier, the theorem is a way of saying thatthe pseudofunctors �(!) and �! are isomorphic when each is appropriately re-stricted to the \domain" where both are meaningful. The reformulation is a littleawkward in view of the fact that there are numerous ways of \restricting" pseud-ofunctors since we are dealing with families of categories indexed by yet anothercategory. We state what is needed brie
y. Suppose ~�(!) is the pseudofunctor ob-tained by restricting �(!) to Fr \F� and ~�! the pseudofunctor obtained on Fr \F�via restricting �! and by setting ~X! = X(!) (there are two types of restrictionsinherent here). Then Theorem 9.3.10 asserts that ~�(!) is isomorphic to ~�!.
Theorem 9.3.12. Let f : (X; �0)! (Y; �) be a map in Frc , and � a codimen-

sions function on Y. Then f (!)jCM�(Y;�) takes values in CM�(X; �0) if and only iff is 
at.
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Proof. The question is local and locally f can be factored as a composite ofpseudo-proper maps and open immersions (cf. [LNS, Lemma 2.4.3]). Therefore,without loss of generality, we assume that f is also in F�c . If f is 
at then Theo-rem 9.3.10 and Theorem 7.2.2 imply that f (!)F is in CM�(X; �0) if F 2 CM�(Y; �).For the converse we need to argue with a little care, for Theorem 7.2.2 requires oneto test f !F for every F 2 CM(Y; �), whereas we are restricting our F 's to liein CM�(Y; �). So suppose f (!)F 2 CM�(X; �0) whenever F 2 CM�(Y; �). Letx 2 X , S = OX;x, y = f(x) and A = OY;y . By restricting to an open neighborhoodof x if necessary, we may assume that f = gh where X h�! P is a closed immersionand P g�! Y is a smooth map in F�. Let R = OP;h(x) and z = h(x). As in Proposi-tion 7.1.1, let k = kA, K an R{injective hull of kR and ' : bA! bR the natural mapinduced by g. In what follows we will be applying Theorem 9.3.10 to the maps f ,g and h without comment since all three of them are morphisms in Fr \ F�. LetI � OY be the open prime ideal sheaf corresponding to the point y. Let R be aresidual complex in Coz�(Y). SetF := Hom�Y(OY=I; R):Then QYF 2 CM�(Y; �). Hence by our hypothesis f !F 2 CM�(X; �0). ThereforeHi+�0(x)x (f !F) = 0for i 6= 0. By (6.2.3) and the fact that f !F ' h!g]F this amounts to sayingExtiR(S; (g]F)(z)) = 0for i > 0. By Proposition 7.1.1(b) this means that Tor Ai (S; k) = 0 for i > 0. Hencewe are done by [M, p. 174, Thm. 22.3, (i) and (iii)]. �The following result follows from Theorem 6.3.3 and Theorem 9.3.10, and thefact that we may, in each case, Zariski localize the source and the target.Theorem 9.3.13. Let (Y; �) 2 Frc and let F 2 Coz�(Y). Then the following

are equivalent(a) F is a complex of Aqct{injectives;(b) f (!)F 2 CM�(X; �0) for every morphism (X; �0) f�! (Y; �) in Frc ;(c) f (!)F 2 CM�(X; �0) for every closed immersion (X; �0) f�! (Y; �) such
that X is an integral ordinary scheme.
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