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Market-basket analysis

m Set of items | = {i1,/p,...,in}

m A transaction is a set t C | of items, set of transactions T = {t1,t,...,tm}
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Market-basket analysis

m Set of items | = {i1,/p,...,in}

m A transaction is a set t C | of items, set of transactions T = {t1,t,...,tm}
m ldentify association rules X — Y

B X,YC/,XNY =0
m If X C t; then it is likely that Y C t;
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Market-basket analysis

m Set of items | = {i1,/p,...,in}

m A transaction is a set t C | of items, set of transactions T = {t1,t,...,tm}

m ldentify association rules X — Y
B X, YCL,XNY=0
m If X C t; then it is likely that Y C t;

m How frequently does X C t; imply Y C ;?

m Wany > x (Confidence) £ 1
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Market-basket analysis

m Set of items | = {i1,/p,...,in}

m A transaction is a set t C | of items, set of transactions T = {t1,t,...,tm}

m ldentify association rules X — Y

B X,YC/,XNY =0
m If X C t; then it is likely that Y C t;

m How frequently does X C t; imply Y C ;7 XuY
(X UY).count .
m Want W Z X (Confldence) Z_ ww ‘7
m How significant is this pattern overall? M -

= Want

(X UY).count
— > o (support)
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Market-basket analysis

m Set of items | = {i1,lo,...,in}

m A transaction is a set ¢ C /| of items, set of transactions T = {t1,t,...,tpm}

Identify association rules X — Y

B X,YC/,XNY =0
m If X C t; then it is likely that Y C t;

How frequently does X C t; imply Y C t;7?

(X UY).count

m Want
X.count

Confidence)

How significant is this pattérn overall?
(X UY).count
M
Given sets of items / and transactions T, with confidence y and support o, find all

valid association rules X — Y

m Want support)
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Apriori observation
If Z is not a frequent itemset, no superset Y O Z can be frequent J

m For any frequent pair {x, y}, both {x} and {y} must be frequent

m Build frequent itemsets bottom up, size 1,2,...
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Apriori observation J

If Z is not a frequent itemset, no superset Y O Z can be frequent

m For any frequent pair {x, y}, both {x} and {y} must be frequent

Build frequent itemsets bottom up, size 1,2,. ..

F; : frequent itemsets of size | — Level |

F1: Scan T, maintain a counter for each x € |

m C, = subsets of size k, every (k—1)-subset is in Fj_1

Fr: Scan T, maintain a counter for each X € C,
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Association rules

m Given sets of items / and transactions T, with
confidence y and support o, find all valid association
rules X — Y

" X,YCI,XNY =0
(XU Y).count
>
X.count

(XU Y).count
- >0
v 2
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Association rules

m Given sets of items / and transactions T, with
confidence y and support o, find all valid association
rules X — Y

" X,YCI,XNY =0
(XU Y).count
>
X.count
(XU Y).count
-~ < >0
v >
m For a rule X — Y to be valid, X U Y should be a
frequent itemset

m Apriori algorithm finds all Z C [ such that
Z.count > o - M
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Association rules

Naive strategy

m For every frequent itemset Z

m Enumerate all pairs X, Y C Z, XNY =10 - y l%J
_J

XUY). t
m Check (XU Y).count > X L
X.count

Madhavan Mukund

Lecture 3: 13 January, 2026

DMML Jan-Apr 2026



Association rules

Naive strategy
m For every frequent itemset Z
m Enumerate all pairs X, Y C Z, XNY =10

(XU Y).count
—_ >

Check
" ec X.count

m Can we do better?
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Association rules

Naive strategy
m For every frequent itemset Z
m Enumerate all pairs X, Y C Z, XNY =10

(XU Y).count
—_ >

Check
" ec X.count

m Can we do better?

m Sufficient to check all partitions of Z
mIf X, Y CZ XUY is also a frequent itemset
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Association rules

m Sufficient to check all partitions of Z

m Suppose Z = Y, X — Yisavalidruleand y € Y
PP y '

X Y 1 arde

@U‘D.(A\u\-\ Ko — \’\%J:L(
> 76 NN

m What about (X U {y}) — Y\ {y}?




Association rules

m Sufficient to check all partitions of Z

m Suppose Z=XWY, X — Yisavalidruleand y € Y

m What about (X U {y}) = Y\ {y}?

= Know (X UY).count -
X.count
(X' UY).count

Check ——————— >
" e (XU{y}).count — X
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Association rules

m Sufficient to check all partitions of Z

m Suppose Z=XWY, X — Yisavalidruleand y € Y

m What about (X U {y}) = Y\ {y}?

(X UY).count
e s

= Know
X.count

(X' UY).count

Check ———+—— >
" e (XU{y}).count — X
m X.count > (X U{y}).count, always

m Second fraction has smaller denominator, so
(X U{y}) — Y\ {y} is also a valid rule
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Association rules

m Sufficient to check all partitions of Z

m Suppose Z=XWY, X — Yisavalidruleand y € Y
m What about (X U {y}) = Y\ {y}?

(X UY).count

e s — -
= Know X.count — % X \1 g
o Check (X' UY).count >y V) ( l

(XU{y}).count —

m X.count > (X U {y}).count, always X N {%3 - ‘y U‘{,U'}

m Second fraction has smaller denominator, so

(XU{y}) = Y\ {y} is also a valid rule W“‘ L(

Observation: Can use apriori principle again!
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Apriori for association rules

m If X — Yisavalid rule, and y € Y/,
(XU{y}) = Y\ {y} must also be a valid rule

m If X — Y is not a valid rule, and x € X,
(X \ {x}) = Y U{x} cannot be a valid rule
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Apriori for association rules
mIf X — Yisavalid rule, and y € Y,
(X U{y}) — Y\ {y} must also be a valid rule Cm«\flkﬁﬂ*‘”\/
m If X — Y is not a valid rule, and x € X,

(X \ {x}) = Y U{x} cannot be a valid rule VMJJ(J_ MWS

m Start by checking rules with single element on the right Hm )_' (ﬁ‘ . I
mZ\z—{z} %' -

m For X — {x,y} to be a valid rule, both

(XU {x}) — {y} and (X U {y}) = {x} must be valid Mixed basleels

m Explore partitions of each frequent itemset “level by
level”
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Association rules for classification

m Classify documents by topic

Words in document Topic |
m Consider the table on the right 1>' student, teach, school 9 Education}
I student, school Education
teach, school,‘city, game ! Education
cricket, football Sports
football, player, spectator Sports
cricket, coach, game, team Sports
football, team,m Sports
=
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Association rules for classification

m Classify documents by topic

Words in document Topic
m Consider the table on the right student, teach, school Education
. student, school Education

m ltems are regular words and topics . .
teach, school, city, game Education

m Documents are transactions — set of cricket, football Sports

words and one topic football, player, spectator Sports

cricket, coach, game, team Sports

football, team, city, game Sports
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Association rules for classification

m Classify documents by topic

Words in document Topic
m Consider the table on the right student, teach, school Education
. student, school Education

m ltems are regular words and topics . .
teach, school, city, game Education

m Documents are transactions — set of cricket, football Sports

words and one topic football, player, spectator Sports

cricket, coach, game, team Sports

m Look for association rules of a special football, team, city, game Sports

form
m {student, school} — {Education}

m {game, team} — {Sports} X - %H}
(it wanlee preduohen. Soo endinahons
e have nover cam |
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Association rules for classification

m Classify documents by topic

Words in document Topic
m Consider the table on the right student, teach, school Education
. student, school Education

m ltems are regular words and topics . .
teach, school, city, game Education

m Documents are transactions — set of cricket, football Sports

words and one topic football, player, spectator Sports

cricket, coach, game, team Sports

m Look for association rules of a special football, team, city, game Sports

form

m {student, school} — {Education}
m {game, team} — {Sports}

m Right hand side always a single topic

m Class Association Rules
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m Market-basket analysis searches for correlated items across transactions
m Formalized as association rules

m Apriori principle helps us to efficiently
m identify frequent itemsets, and

m split these itemsets into valid rules

m Class association rules — simple supervised learning model
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Supervised learning

m A set of items

m Each item is characterized by attributes (a1, a2, ..., ax)

m Each item is assigned a class or category ¢

MA - Ac|

‘\a(% " a‘IL‘c’\

L(bq, .- LL( a,

m Given a set of examples, predict ¢ for a new item with attributes (&, a5, ..., a))
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Supervised learning

m A set of items
m Each item is characterized by attributes (a1, a2, ..., ax)

m Each item is assigned a class or category ¢
m Given a set of examples, predict ¢ for a new item with attributes (&, a5, ..., a))

m Examples provided are called training data

m Aim is to learn a mathematical model th{t generalizes tRe training data

m Model built from training data should extend to previously unseen inputs
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Supervised learning

m A set of items
m Each item is characterized by attributes (a1, a2, ..., ax)

m Each item is assigned a class or category ¢
m Given a set of examples, predict ¢ for a new item with attributes (&, a5, ..., a))
m Examples provided are called training data

m Aim is to learn a mathematical model that generalizes the training data

m Model built from training data should extend to previously unseen inputs

Classification problem {C' ,%’Cg'\
m Usually assumed to binary — two classes Y N
N/
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Example: Loan application data set

ID Ag;) Has_job | Own_house | Credit_rating / Class
1 yourd false false fair No V
2 young false false good No Y
3 young true false good Yes
4 young true true fair Yes
5 young false false fair No t/"
6 middle false false fair No ¥
7 middle false false good No v
8 middle true true good \ Yes
9 middle false true excellent \ Yes
10 | middle false true excellent \ Yes
11 old false true excellent \ Yes
12 old false true good \Yes
13 old true false good \Yes
14 old true false excellent b{es
15 old false false fair \Io 4

Answer

&N
47



sic assumptions

Fundamental assumption of machine learning

m Distribution of training examples is identical to distribution of unseen data
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Basic assumptions

Fundamental assumption of machine learning
m Distribution of training examples is identical to distribution of unseen data

What does it mean to learn from the data?

m Build a model that does better than random guessing

m In the loan data set, always saying Yes would be correct about 9/15 of the time

m Performance should ideally improve with more training data
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Basic assumptions

Fundamental assumption of machine learning
m Distribution of training examples is identical to distribution of unseen data
What does it mean to learn from the data?

m Build a model that does better than random guessing

m In the loan data set, always saying Yes would be correct about 9/15 of the time
m Performance should ideally improve with more training data
How do we evaluate the performance of a model?
m Model is optimized for the training data. How well does it work for unseen data?

m Don't know the correct answers in advance to compare — different from normal software
verification
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The road ahead

Many different models
m Decision trees
m Probabilistic models — naive Bayes classifiers

m Models based on geometric separators
m Support vector machines (SVM)

m Neural networks
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The road ahead

Many different models
m Decision trees
m Probabilistic models — naive Bayes classifiers

m Models based on geometric separators
m Support vector machines (SVM)

m Neural networks
Important issues related to supervised learning
m Evaluating models

m Ensuring that models generalize well to unseen data

m A theoretical framework to provide some guarantees

m Strategies to deal with the training data bottleneck
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Decision trees

3 ]

midlile old
Has_job? | | Own_house? | . |Credit7rating?
T
true false true e fair good excellent
/ AN / \ g | ~

v Yes No Yes 0 No Yes Yes

\\
QW (W3 adAP}WQ (2/2) (3/3) (3/3) Q2 W) @R 2/2)

1D Age | Has_job | Own_house | Credit_rating | Class
1 young false false fair No
2 young false false good No
w ‘\M 3 young true false good Yes
4 young true true fair Yes
5 N, false false fair No
\ \ 7 middle false m air
\ 7 middle al  fatse J good No
M ‘} \/ 8 true e good es
9 middle fals true cxcellent Yes
— S
10 | middle false true excellent Yes —
=TT o e ——t——oxeellent | Yes
12 old false true good Yes
13 old true false good Yes
14 old true false excellent Yes
15 old false false fair No
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Decision tree algorithm

Wow do  thme 1m+uns 9 -6
Young middle old
| ~ A
L'AK/( l \/ | Has_job? | | Own_house? | |Credit_rating? |
T

/\
va.‘l Z true false true false fair good excellent
/ N\ / AN e | ~
- Yes No Yes No No Yes Yes
. @2 (GB) GBR) 2R ) QR 2R

How ln\S dr | tombwar? 1O 02 20 b2
= T | rum ok /L 1v.u’ruw C;.L m,ao u,[WMQ

- \{Z we Tde a “wv»,Fewu NSWN
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Comparing decision trees

(PT&()&(‘ A l{$$ M’Q" Young mijdle old :| I}a;;, m

|
Has_job? | | Own_house? | |Credit7rating? |
“N"M NN

true false true false fair good excellent
/ AN / AN e | ~

Yes No Yes No No Yes Yes

W g[w,rlts" 0’?[ m ©12) G13) (3/3) QR) (/) @R @2)

. !
e deglc”
true false Ajc

\
Occam's Razor v o] cww_%ﬂ

' ckl\a'm true false
Wilkiam SL Y (g/e; fjfﬁh W
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Comparing decision trees

——— NP soupleke
@\wr\ulr v bk No :ok::ta.x %o

Young middle old

. ' T N
g ({ () | Has Job?\ | | Own_house? | Credit_rating? . )D
lW.,P oL - T~
true false true false fair good excellent @
M”u Yes N Yes No No Yes es
% %W (2/2) @3/ (3/3) 22) (/1) (212 (2/2)

Ns J{ Lol ne e, | .
%‘_'L " de"j N_‘]W(‘St‘ true false

v ] As
. (6/6)
“MM v MW% Y:Sue falsIe\] ) O \U
M"TM‘L f@?f Lirj_ MM(L Measure) (6/6)
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Greedy heuristic — impurity

Gook

PPN M\(ﬂ\m blods [ howe? |

Rdince " rasdomress

“i/ls
M Hs

| Credit_rating? |
TN

—Age?

3/ { Young mlddle 3 /

true false true false fair good excellent

/ N\ / AN e | ~
Yes No Yes No No Yes Yes
(2/2) (3/3) (3/3) 2Ry an @R (2/2)

ths

true false

/ AN
v /9
(6/6)
true false
/ AN
Yes No

(3/3) (6/6)

b/t
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