


Supervised learning

A set of items

Each item is characterized by attributes (a1, a2, . . . , ak)

Each item is assigned a class or category c

Given a set of examples, predict c for a new item with attributes (a′1, a
′

2, . . . , a
′

k
)
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Examples provided are called training data

Aim is to learn a mathematical model that generalizes the training data

Model built from training data should extend to previously unseen inputs
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Supervised learning

A set of items

Each item is characterized by attributes (a1, a2, . . . , ak)

Each item is assigned a class or category c

Given a set of examples, predict c for a new item with attributes (a′1, a
′

2, . . . , a
′

k
)

Examples provided are called training data

Aim is to learn a mathematical model that generalizes the training data

Model built from training data should extend to previously unseen inputs

Classification problem

Usually assumed to binary — two classes
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Basic assumptions

Fundamental assumption of machine learning

Distribution of training examples is identical to distribution of unseen data
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Fundamental assumption of machine learning

Distribution of training examples is identical to distribution of unseen data

What does it mean to learn from the data?

Build a model that does better than random guessing

In the loan data set, always saying Yes would be correct about 9/15 of the time

Performance should ideally improve with more training data
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Basic assumptions

Fundamental assumption of machine learning

Distribution of training examples is identical to distribution of unseen data

What does it mean to learn from the data?

Build a model that does better than random guessing

In the loan data set, always saying Yes would be correct about 9/15 of the time

Performance should ideally improve with more training data

How do we evaluate the performance of a model?

Model is optimized for the training data. How well does it work for unseen data?

Don’t know the correct answers in advance to compare — different from normal software
verification
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The road ahead

Many different models

Decision trees

Probabilistic models — näıve Bayes classifiers

Models based on geometric separators

Support vector machines (SVM)

Neural networks
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The road ahead

Many different models

Decision trees

Probabilistic models — näıve Bayes classifiers

Models based on geometric separators

Support vector machines (SVM)

Neural networks

Important issues related to supervised learning

Evaluating models

Ensuring that models generalize well to unseen data

A theoretical framework to provide some guarantees

Strategies to deal with the training data bottleneck

Madhavan Mukund Lecture 3: 31 January, 2022 DMML Jan–May 2022 5 / 17

























































Entropy

Information theoretic measure of
randomness

Minimum number of bits to transmit
a message — [Shannon]
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Entropy

Information theoretic measure of
randomness

Minimum number of bits to transmit
a message — [Shannon]

n data items

n0 with c = 0, p0 = n0/n
n1 with c = 1, p1 = n1/n
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Entropy

Information theoretic measure of
randomness

Minimum number of bits to transmit
a message — [Shannon]

n data items

n0 with c = 0, p0 = n0/n
n1 with c = 1, p1 = n1/n

Entropy
E = −(p0 log2 p0 + p1 log2 p1)
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Gini Index

Measure of unequal distribution of
wealth

Economics — [Corrado Gini]

As before, n data items

n0 with c = 0, p0 = n0/n
n1 with c = 1, p1 = n1/n
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Gini Index

Measure of unequal distribution of
wealth

Economics — [Corrado Gini]

As before, n data items

n0 with c = 0, p0 = n0/n
n1 with c = 1, p1 = n1/n

Gini Index G = 1− (p20 + p21)
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