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Classification - Supervised bearing

Sentiment Analysis
Naively - each word has a score (five or -ve)

Compute weighted sum of scores of new review

If alone threshold - positive ✓
score if word 2

Words are features (attributes 2 Xr ,Xz , - . XN

Compute Ewixi for words in the document



Check Ewixi > t

t
Linear separator
Geometric intreprekhm of data

Separate categories by a hyperplane



Data items are of the form I = Lxnxz . - , Xm>
Ui E IR

Assume classification allows linear separability
F D= (wa ,we, . . Wm) such that

For each positive I , ht .I > t

negative I , W - x L t

how do we find in ?



Instead
-

WIT - t > O Posrhe I

WI - t 20 Negative I
n

Expand it to Liv
,
- t) - wa )→ write as

I to LI , 17
- X WTI

hix so
TE co



Each input Ii has a label - Yes (No
lie = ti - I

Noe fi . iv. Ii - Li > 0

Direct way is to use bunion programing

But
,
there is a simpler way



Many possible it may
→ work

← Right now ,
we are happy

to find any one

Want w
't set

. wk.xi.lu. > 0 Hi

Scale w* s.t. wa . Xi - Li > I Vi

Distance of nearest point is
'

p



✓
u

Algorithm (Perception]
w e- 0

while there exists Xi sit. W - Xi - lis O

W ← W t X.nl ; =
wtxi if Xi positive
w -Xi if Xi negative



Why does this converge ?

theorem
Suppose Fw* s -

t wk . Xi -hi > I fi

Perception algonkin finds w set . w.xi.li >0 Hi

wi at most r21w*l2 updates , where r-- maxlxil
No guarantee on

"

quality
"

of w



W currentFood
keep track of wtwt ,

Iw 12 estimate

wk is assumed

i . Each update to w increases wTw* by at least I

(wtxi.li)Tw* = wTw*t*Teiw*
→ at least ti

Suppose Litt wkxut> I > l

l .= - l whats- I 71

2 . Each update to w increases Iwf Ig at most r2

(wtxititlwtxili) -- lwttzxwt lxiii
E O

Eliott kik



Suppose we update w m times

WTWK z m (grows by at least I eaehupdek)

(w 12 I mr2 (each update
'

increases by .
at

most re)

ME lwllwtl
M

owes lwlsrmr

arm E r . lwtl

ME r2 fuk 12



But what about the assumption of linear separability ?
Yg

1€.
.

:: ::: ::p:*.
Not linearly separable .

Geometric transformation .

( x.y) → 2x , y , x2ty2>

2=1.5 plane separates



Given a transformation I e→ CI)

Perception
-

W --O Exit Xj IXut - -

W= (U , ,Uz ,
- ,
Um> ( Xrixz , - . .

Xm>
-

Xtram

classify a new Z

E.Z so ? (T - Itam) - E > o
ca -E ) - 66720



All we need to know about Q is how to compete

dot products QLXT) . ee (5)

Suppose we have a fmehm k (XI ,

s -
t - V-xi.is KEI ,5) = PED - 6657

Such a k is called a kernel function
Fg .

set . ktxi , = Utd . CECE;) HE:B



Strategy Try at various kennels (don't worry
about what 4 looks like)

When is k a kernel ?

Minimum regiment - symmetric

Non constructive characterization - Mercer's
Theorem

Constructive defmhm in terms of

posihe seundefmtc matrices


