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Unsupervised Learning-
"

find patterns
" without training data

Typically - find groups of related
items

- Market segmentation
Nihon if similarity between data items

- Alternatively - define distance
between items

Simplest case - numerical data ,
Euclidean disjoin
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Gwen distances - identify groups - clusters

Top down clustering - divide population into clusters

Bottom up - combine nearby clusters to form larger
ones

Top down - how many clusters
?

Fix the number of clusters in advance - K

Target: Separate data items into K clusters

in
"

best possible
"

way



How to describe a dusk ?

Thresholds for each attribute - how
to find then?

Represent a cluster by an
"

average
"

point

- mean in each attribute

- geometrically - centroid

K centroids

- Each data item maps to
nearest centroid

Achieve this iteratively



Kneeing K-Means = U - Centroids

Initially , choose K random centroids en .
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Tor each data item ,dj ,
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Ideally , converge to stable set G .
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Outliers
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