
DMML
,
28 Tan 2020
--

Decision Trees → CART → Regression

Regression - predicting a value

Can use a threshold on predicted value to classify

7- 50% mode exam predrchm ⇒ will pass boards

egression
I - classifier#

linear r

threshold - - - - f --0¥ "

smooth step
"



Sigmoid function TG) -- ¥eE
-

Z -- mxtb is our linear regression output

:*::#÷÷÷÷÷:determined by m



Minor point .

Typically Xi , Xz , - - in

Y = WIX , twzxzt - - twnnxn t Wo

Many implementations will extend X, - - xn with Xo -- I

Woxotwix , - - t Wnxn = w→ . X→

-

Higher dimension regression - Can always exactly
fit n pt win n- I degree polynomial
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Overfilling

Model fts training data
"

too well
"

- performs
poorly on unseen data

There is another model that performs horse or this
training data , but better in general



Decision trees also can waft
Too many questions
Shallow tree may in fact

"

generalize
" better

Prune the tree

Pre - pruning - limit the depth
in advance

Nr based on threshold of
improvement

Post- pruning - build the tree in full &
remove leaves bottom up



Quinlan (C4.5)
Estimate error before after pruning
I
③ Error ,

Emm funchni
Church- le misclass -

£③ Error z ficalm rate

Error2 C Emolr always

Quinlan - use sampling theory



Want to estimate some voter preference
Assume random Sampley works
how by a sample do we need

?

Depends on expected outcome

10,000 voters .

Either 9999 prefer A

or 9999 prefer
B

sample she 3 suffices
As ratio goes towards 50%

, sample she increases



Allow an error if 5

Check if candidate A will get Z p IT

percentage of votes

Can compute sample size to guarantee this

Quinlan's interpretation .

④ Interpret as sample size = 12

p = 912
compute 8



Suppose I see 7- Heads in to win tosses

to head rn Im com tosses

700 Heads in
low cow tosses

⑨ Sampley error E ,

£# Weighted sampling
q

error

Ez > E
, is possible - prune



Using sampling error
as a prediction if

emxr rate



Nevertheless , overfilling is a very standard problem

More general Aliakgy - perdu model complexity

Regression : Usual cost t Sf (coefficient size)
MSE Model cost



Regularization
[ Simplifying model by adding structural penalty
to overall cost


