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Supervised learning

Training data

Each item is
characterized by
attributes
(ai , a2, . . . , ak)

Each item is assigned a
class or category c

Goal

Predict c for a new item
with attributes
(a′1, a

′
2, . . . , a

′
k)
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Decision trees

Play “20 Questions” with
the training data

Query an attribute

Partition the training
data based on the answer

Repeat until you reach a
partition with a uniform
category

Queries are adaptive

Different along each
path, depends on history
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Decision tree algorithm

A : current set of attributes

Pick a ∈ A, create children
corresponding to resulting
partition with attributes A \ {a}

Stopping criterion:

Current node has uniform
class label

A is empty — no more
attributes to query

If a leaf node is not uniform, use
majority class as prediction

Non-uniform leaf node — identical
combination of attributes, but different classes

Attributes do not capture all criteria used for
classification
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Decision trees

Tree is not unique

Which tree is better?

Prefer small trees

Explainability

Generalize better (see
later)

Unfortunately

Finding smallest tree is
NP-complete — for any
definition of “smallest”

Instead, greedy heuristic
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Greedy heuristic

Goal: partition with uniform
category — pure leaf

Impure node — best
prediction is majority value

Minority ratio is impurity

Heuristic: reduce impurity
as much as possible

For each attribute, compute
weighted average impurity
of children

Choose the minimum

Will see better heuristics
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