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Monte Carlo Methods

it → Calculate Vit (policy Evaluation)

Ito is Vito 9Th IT, I, voi - - - policy keratin

May be done incrementally - Generalized PI

Gwen T - generate random episodes
- observe rewards

- work backwards & update Yt



Instead of the , estimate gifts ,a)

- Ensure all (s,a) pairs are visited often enough
- Exploring starts : choose random initial ( ga)

- Or
,
used ft / E- greedy strategies

1 I

Els.a) z E- Choose non greedy
INGI

win ↳ E

always ¥ of choose greedy withactions
ats ( I - e tf



Want to converge to an optimum policy
-Typically policy is greedy (deterministic
- Explore vs exploit
- Need to consciously deviate from current optimum

Instead
- Use a different policy to generate samples

fy strategy vs Qnpoliy strategy
Use b to sample

t

& update The
same IT to sample & update



Sample according to b
,
but update IT

- Estimates via b samples generate expected values

Wrt b
,
not it !

Basic constraint

If it Cats) so then blats) > 0

I I
Typically greedy , Must be stochastic

,

deterministic in general



Suppose we are at stake SE
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Instead
, if use b rather than IT

b (Aut su) p (Sutil su ,Au)
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C- [ at 1st -- s] = Bls)

Instead

E [ Set- i - htt / St -- s] = Vets)

Importance Sampling



All visits to s contribute to Vals)

Vls) -- Eee StiTLH- totdfsmkmdah.in
-1to

endpoint notetime points
where s is episode
visited in which t occurs

Uniform court across- episodes
⑦ , ez - - ET Jett , Cttz - - ettt ' /
Episode l episode 2



Previous ratio is called ordinary importance sampling

Instead weighted Importance Sampling

VCs) = Efc, St --TH- i
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Consider a single episode



Ordinary single obseratm Weighted
- -

VH '
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1
Lower bias Higher bras

Higher variance lower variance



Exercise : Weighted importance sampling can be
computed incrementally
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Generale this to do policy iteration



Dynamic Programing Monte Carlo

t t

Update Veto Vet
Vet, replaces Vi

Bootstrapping
Not bootstrapped

T \, f
MDD

theory Temporal Difference learning
a

"true" contribution of
RL sampling t Bootstrapping



Montecarlo
✓ (St) ← V (St) t a Eat - VCSED

↳estimate
⇒
Use I ← use) to Ert- ti tr ¥,]
TD(o) - single step lookahead



Vit (s) ¥ E [at / Sees] - Monte Carlo

= E [ Rtt , TX htt / St= s] - Defa of
rewards

& Values

= E (Rt, tr Nit (Sta) I SED
- TD (o)

Example Driving time

Office → highway → Side road→ Home




