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Given an MDP pGirls ,a)

compute an optimal
policy T*

Policy evaluation IT → VE

Policy iteration to
'

Vito p÷by It ,→ Hye - -
-

Value iteration it → Vet ,
do only one round

Collapse single sty of updates



Value etaahm To → Vito → Vit,→Vita -2 - -

Similarly for qls .a)

Generalize this update procedure quite radically

→
IT UT
I T '

update one state
update one
More

Generalised Policy Iteration



Dynamic Programming
- Assumes that MDP structure is known in advance

In Reinforcement leaning pls! rls , a) is not known

- Experimentation to driver MDP structure
,

and solve for I*

Monte Carlo Methods

- Sampling strategies to learn MDP structure &

compute tT*



Each sample should produce some well defined value

Assume episode based MRP

Generate random trajectories in MDP

Need partial information about model pls
' Is,a)

At = Reti t XA th

so Ao R , S , A , R2 - -
- Ste , AT- I RT

-
At



Estimate Ifs) for a fixed it
t

Estimate by counting and averaging
In each run of simulation , s occurs O or

more times

Multiple visits to s - multiple samples Vets)
- -

First visit Any visit



Egsystem
At,fYn÷z

Ip I
RT

First Visit

s → Returns (s) = [vi.vz , vz - -
,
Vn]

Evil In



Blackjack ⑨D
-

Cards have values 2 - lo

Je Q ,K - I O

'A - l or 11

Aim : Get as close to 21 as poss without crossing

Dealer gives you
2 cards (hidden)

Dealer has 2 cards
,
I visible

Adam : Take another card (Hit)
stop (stick)

Cross 21 - lose



State :
* Action

Your current total -

Dealer's visible card
hit

÷
.

.in?:serenesmaa/- stick

a usable Ace"

Our policy : Stick at 20/21
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Similar strategy for gels,a)

I

-

e- -Policy Update



Matches
best manually
compute strategy



Avoid exploring starts ?

Go back to Multi - Am Bendis

E - Greedy strategy
E - -randomly choose non greedy

ache

I- E - choose greedy aretino

E- soft strategy : every action has probability
at last few#aIm

at s
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On policy methods

Start with I

Sample & improve IT

Off policy methods

Candidate IT to improve iteratively

Separate sampling policy b


