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ABSTRACT
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Today, computers are used to control various technical systems in our society. In many
cases, time plays a crucial role in the operation of computers embedded in such systems. This
thesis is about techniques and tools for the analysis of timing behaviours of computer systems.
Its main contributions are in the development and implementation of UPPAAL, a tool designed
to automate the analysis process of systems modelled as timed automata.

As the first contribution, we present a software package for timing constraints represented as
Difference Bound Matrices. We describe in details, all data-structures and operations for DBMs
needed in state-space exploration of timed automata, as well as techniques for efficient imple-
mentation. In particular, we have developed two normalisation algorithms to guarantee termina-
tion of reachability analysis for timed automata containing constraints on clock differences, that
transform DBMs according to not only maximal constants of clocks as in algorithms published
in the literature, but also difference constraints appearing in the automata. The second contribu-
tion of this thesis is a collection of low level optimisations on the internal data-structures and
algorithms of UPPAAL to minimise memory and time consumption. We present compression
techniques to allow the state-space of a system to be efficiently stored and manipulated in main
memory. We also study super-trace and hash-compaction methods for timed automata to deal
with system-models for which the size of available memory is too small to store the explored
state-space. Our experiments show that these techniques have greatly improved the performance
of UPPAAL. The third contribution is in partial-order reduction techniques for timed-systems.
A major problem in automatic verification is the large number of redundant states and transi-
tions introduced by modelling concurrent events as interleaved transitions. We propose a notion
of committed locations for timed automata. Committed locations are annotations that can be
used for not only modelling of intermediate states within atomic transitions, but also guiding
the model checker to ignore unnecessary interleavings in state-space exploration. The notion of
committed locations has been generalised to give a local-time semantics for networks of timed
automata, which allows for the application of existing partial order reduction techniques to timed
systems.
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Introduction 1

Introduction

1 Background

The computer boom in the last decades has not only given us faster and more
advanced equipment for word-processing, banking and scientific computations.
The development of small, cheap, and powerful microprocessors has also en-
abled a range of new application areas. Today, computers are trusted to control
all kinds of devices and technical systems used in our society, ranging from
stereos and micro-wave ovens to life-support systems and nuclear power-plants.
Currently this kind of computer applications, i.e. the embedded systems, forms
the fastest growing market for microprocessors. In recent years 98%—-99% of
all produced processors have been used in embedded systems [HalOO]. Only
around 2% are used in desktop computers.

In many embedded applications, a computer failure may have dire consequences,
such as economical damage, environmental catastrophes and even loss of hu-
man lives. Thus it is of great importance that such systems operate correctly,
according to their specifications. Traditionally this is accomplished by methods
like reviewing of design documents and source code and by extensive simu-
lation and testing of the system and its components. However, this process is
often time-consuming and provides only statistical measures of correctness.

As a complement to the traditional methods for obtaining correct software, a
large number of mathematically based techniques for reasoning about correct-
ness of computer systems have been proposed in the literature, e.g. [Hoa69,
Dij75, Hoa78, Rei85, Mil89, Hol91]. The common procedure in all these so
called formal methods is to define the system under development in a formal
framework and then apply rigorous methods within this framework to prove
that the system meets its requirements. However, due to the complexity of real-
life systems, applying formal methods is often considered too difficult. A way
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to bridge this gap is to automate the analysis, for instance by using model-
checking [CGP99]. In contrast to manual techniques, model-checking is fully
automatic in the sense that the proof showing that a system satisfies a given
requirement is constructed by the model-checker without manual interaction.

In this thesis we study and develop techniques for model-checking tools to ver-
ify systems where timing is important. The work presented in this thesis is in
the context of the model-checker UPPAAL, which is a tool for analysing timing
properties of systems modelled as timed automata.

2 Timed Automata

Timed automata [AD90, AD94, HNSY94] is one of the most successful for-
malisms for describing the timing behaviour of computer systems. Examples of
other formal systems with the same purpose, are timed Petri-net models, timed
process algebras or real time logics [BD91, RR88, Yi91, NS94, ACD93, AH%4,
SS95].

A Brief Introduction to Timed Automata

A timed automaton is essentially a finite automaton extended by a set of real
valued clocks. All clocks are synchronised in the sense that they start with the
value zero when the system is initialised and grow synchronously, with the same
rate. The clocks influence the automaton by clock-constraints (guards) on the
edges. An edge is only enabled when the values of the clocks satisfies the guard.
The automaton can influence the clocks by letting the edges reset a subset of
the clocks.

An example of a timed automaton is shown in Figure 1. The timing behaviour
of this automaton is controlled by two clocks z and y. The clock z is used to
control the small self-loop in the loop location. This loop is only possible when
the value of x is exactly one. The clock y controls the execution of the entire
automaton. The automaton may leave start when y is between 10 and 20, it can
go from loop to end when y is between 40 and 50, etc.

In this simple timed-automata model, the guards on the edges only guide the
automaton when it decides to act; they can not force it. The example automaton
may stay forever in any location, just idling. In the initial work by Alur and
Dill [AD90] the problem is solved by introducing Biichi-acceptance conditions;



Introduction 3

10<=y<=20
enter
x:=0, y:=0
X==
work
x:=0

10<=y<=20
y:=0

40<=y<=50
leave
y:=0

Figure 1: A Timed Automaton

a subset of the locations in the automaton are marked as accepting, and only
executions passing through an accepting location infinitely often are considered
valid. As an example, consider again the automaton in Figure 1 and assume that
end is marked as accepting. This implies that all executions of the system enter
end infinitely many times. This impose implicit conditions on start and loop.
The location start must be left when the value of y is at most 20, otherwise
the automaton would get stuck and never be able to enter end. Likewise, the
automaton must leave loop when y is at most 50 to be able to enter end.

Biichi-acceptance conditions are theoretically elegant. However, as the exam-
ple shows, an accepting location has global effects on the automaton, which is
inconvenient for modelling and automatic analysis. A more intuitive notion of
progress is used in timed safety-automata [HNSY94]. In timed safety-automata,
the acceptance conditions are replaced by local timing constraints in each loca-
tion, that is the so called location invariants. The automaton may only remain
in a location as long as the clocks satisfies the invariant condition. This gives
a more convenient view of the timing behaviour of particular parts of the au-
tomaton. For example, consider the automaton in Figure 2. This timed safety-
automaton corresponds to the Biichi automaton in the previous example. In this
automaton the conditions that start and end must be left when ¥ is at most 20
and loop must be left when g is at most 50 are now stated locally in invariants.
This gives a local view of the timing in each location in much more convenient
way than Biichi-acceptance. For this reason we will use timed automata with
location invariants to describe the timing behaviour of embedded systems.

To model concurrent systems, timed automata is often extended with parallel
composition, giving networks of timed automata. In the early work on timed-
automata [AD90, HNSY92], parallel composition is treated as logical con-
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10<=y
y:=0

Figure 2: A Timed Safety-Automaton

junction, i.e. all processes in a system must synchronise on every action. In
this thesis, as well as in UPPAAL, we adopt the parallel composition used
in CCS [Mil89], which allows for internal actions in processes, as well as
pair-wise synchronisation. An example of a system composed of two timed-
automata is presented in Figure 3. The network models a time-dependent light-
switch (to the left) and its user (to the right). The user and the switch com-
municate by the press labels. The user can press the switch (press!) and the
switch waits to be pressed (press?). The product automaton, i.e. the automaton
describing the combined system is shown in Figure 4. Building the product au-
tomaton is an entirely syntactical operation based on the component automata.
In UPPAAL, the product automaton is computed on-the-fly during verification.

x>10
press?

press?

Figure 3: Network of Timed Automata
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bright, study

x:=0, y:=0

y<s x>10

x>10

off,study bright,relax

@)

x<10
y:=0

dim,study

dim,idle bright, idle

off,relax

y:=

Figure 4: Product Automaton for the Network in Figure 3

Semantics of Timed Automata

A state or configuration of a timed automaton has two different parts, the current
location and the current values of all clocks. There are two different types of
transitions between states. The automaton may either delay for some time (a de-
lay transition), or follow an enabled edge (an action transition). Since clocks in
a timed automaton are real-valued the state-space will be infinite and not a good
base for automatic verification. However, many verification problems such as
language emptiness, reachability analysis and model-checking of timed logics
can still be decided by constructing a region graph based on the automaton un-
der consideration and perform the analysis on this graph [AD94, ACD93]. The
downside with this solution is the large number of states in the region-graph. As
an example, consider Figure 5. The figure shows the possible regions in each
location of an automaton with two clocks x and y. The largest number com-
pared to x is 3, and the largest number compared to y is 2. In the figure each
line segment, each intersection and each area is one region. Thus, the number
of possible regions in each location of this example is 60. It also grows rapidly
with the number of clocks and the largest constants. In fact, the region graph
is exponential in the number of clocks in the system as well as the in largest
constants appearing in guards in the automaton.
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Figure 5: Regions for a System with Two Clocks

A more appealing representation of the state-space for timed automata is ob-
tained by using zone-graphs [Dil89, HNSY94, ACH'95]. Instead of regions,
the clock values are represented as constraints on clocks and clock differences.
In practice this gives a coarser and thus more compact representation of the
state space. The basic operations and algorithms to construct zone-graphs are
described in Paper A. As an example, a timed automaton and the corresponding
zone graph is shown in Figure 6. We note that for this automaton the zone graph
has only eight states. The region-graph for the same example has over fifty.

< off z=0 >>
off z < O)
d1m T = 0
)
press? (bright, z = 0) dlm x > 0)
/ N
(off,:v >10) O (bright, z < 10)

i
(bright, x > 0)

Figure 6: A Timed Automaton and the corresponding Zone Graph

The zone-graph of a timed automaton may unfortunately be infinite and ver-
ification based on zone-graphs is thus not guaranteed to terminate. As an ex-
ample, consider the model in Figure 7. In this automaton the value of clock y
drifts away unboundedly, giving an infinite graph. The solution is to normalise
the zones in the zone-graph with respect to the maximum constants in the au-
tomaton, that is the so called k-normalisation [Rok93, Pet99]. The intuition is
that once the value of a clock is larger than the maximum constant in the au-
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tomaton it is no longer significant for the automaton to know its precise value,
only that it is above the constant. As an example, the k-normalised zone-graph
of the automaton in Figure 7 is given in Figure 8. Note that the k-normalisation
only works for timed automata with guards on individual clocks. For automata
with guards on clock differences a more elaborate normalisation procedure is
needed (see Paper B).

L start, x =y >

tart i

@ (loop,z < 10 Az = y)
x:=0, ‘/
yi= (loop,z <10 Ay <20 Ay —z = 10)

x==10 oop /
x:=0 x<=10 (loop,z <10 Ay <30 Ay —z = 20)

x>=20 s
x:=0, (loop,z < 10 Ay < 40 Ay — x = 30)
y= ‘ \

Cbe"d (end, z = y)

Figure 7: A Timed Automaton with an Infinite Zone Graph

L start,z =y >
1
(loop,x <10Az=1y)

(loop,a:<10/\y<20/\y z = 10)

|

(loop,z <10 Ay — = = 20)

(loop,m<10/\y>20/\y—m>20\

(end, z = y)

Figure 8: Normalised Zone Graph for the Automaton in Figure 7

3 Model Checking

Model-checking consists of two steps, computing the state-space of the system
under consideration, and searching for states, or sets of states that satisfy cer-
tain logical properties. The first step can either be performed prior to the search,
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or done on-the-fly during the search process. Computing the state-space on-the-
fly has an obvious advantage over pre-computing, in that only the part of the
state-space needed to prove (or disprove) the property is generated. As an ex-
ample, consider a system with a million states. Generating the full state-space
of this system will take a lot of time and may even be infeasible due to memory
requirements. However, if the logical properties of interests can be proven by
only examining the first hundred states of the system then an on-the-fly method
will only need to generate those states and the result will be almost instanta-
neous. It should be noted though, that even on-the-fly methods will generate
the entire state-space to prove certain properties, e.g. invariant properties.

The model-checking procedure itself is based on traversing the state-space in
search for states that prove or contradict stated logical properties. As an exam-
ple, we use one of the model-checking algorithms for timed-automata imple-
mented in UPPAAL (see Algorithm 1).

Algorithm 1 Reachability analysis
PASSED = (), WAIT = {(ly, Do)}
while WAIT # () do
take ([, D) from WAIT
ifl =1 A DN Dy # 0 then return “YES”
if D ¢ D' forall (I, D') € PASSED then
add (I, D) to PASSED
for all (I, D') such that (I, D) ~ (I', D") do
add (I', D') to WAIT
end for
end if
end while
return “NO”

The algorithm is used for verifying safety properties (that something bad will
never happen) for networks of timed automata. The properties are given to the
algorithm as a set of bad states (Is, Ds) (I; denotes a location in the network
and Dy denotes a clock zone). The algorithm will then compute the zone-graph
of the system on-the-fly, in search for states intersecting with (lf, D). The al-
gorithm highlights some of the issues in developing a model-checker for timed
automata. First, handling of states, or primarily zones, is crucial to the per-
formance of the model-checker. Thus, devising algorithms and data-structures
for zones is a major issue in developing a verification tool for timed automata,
which is addressed in Paper A. Second, PASSED holds all states encountered so
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far and its size puts a limit on how large systems we can verify. This makes it
important to find compact representations for PASSED. However, since passed
is searched each time a new state is processed it is crucial to performance that
searching is cheap. This leads to a tradeoff between size and speed. We study
this problem in Paper C.

A major obstacle in constructing the state-space of a network of timed automata
is the so called state-explosion problem. The problem appears in all kinds of
model-checkers, and the source of the problem is the practice of modelling
concurrent systems using parallel composition of several automata. The effect
is a rapid growth of the explored state-space due to the fact that each possible
interleaving of the automata will be taken into account by the analysis.

A method for reducing the state-space used in model-checkers for untimed sys-
tems is partial-order reductions. With this technique the state-space is reduced
by removing interleavings of independent transitions and choose one represen-
tative. However, in timed-automata the number of independent transitions is
much less than in the untimed case due to the tight synchronisation of time.
One way of breaking this synchronisation, without affecting stated reachability
properties, is presented in Paper D.

Finally we shall point out that a powerful verification engine is not enough to
get a successful tool and there are other issues in building verification tools. For
a tool to be widely used it requires substantial work on the user interface. For
instance, in UPPAAL a lot of effort has been put on improving the user interface.
However, such issues are not the topic of this thesis.

4 Contributions of This Thesis

The main contributions of this thesis are in the development and implemen-
tation of UPPAAL, a tool-suite for timed-automata developed in collaboration
between Uppsala University and Aalborg University. The first version of Up-
PAAL was released in spring 1995, and was then the first verification tool for
timed automata where the system model could be drawn graphically (What
You See Is What You Verify). In 1996, another step was taken in the same
direction, when UPPAAL was equipped with a simulator that enable the user
to test system models interactively and to visualise counterexamples generated
by the model-checker. In 1999, the architecture of UPPAAL was completely
changed, the tool was separated into two parts: A graphical user interface and
a verification engine. Among other things this change enabled the GUI and the
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verification engine to be run on separate machines, e.g. running the GUI on a
local work-station and the verification engine on a large server. Today UPPAAL
is one of the most popular tools for timed automata and it has been downloaded
by over 1300 different users from over 70 countries.

The performance of the verification engine has always been a key issue when
developing UPPAAL. This is also the part where most of the contributions de-
scribed in this thesis are located.

A DBM Package: Data-Structures and Operations [Paper A,B]

Zones are the most important entities in a model-checker for timed systems and
their representation and implementation are crucial to the performance. In im-
plementing UPPAAL we discovered a number of techniques to improve perfor-
mance of zone operations. In this thesis we present our experiences in form of
a cook-book on Difference Bound Matrices [Dil89]. We describe all primitive
operations and data-structures for zones needed to implement state-space ex-
ploration for time-automata in both forwards and backwards analysis, including
operations for checking properties of zones, for computing the effect of delay-
ing and resetting of clocks, and for constraining a zone with respect to a guard.
We also present how to normalise the clock-zones with respect to guards in the
automaton to guarantee that the model-checking procedure terminates. In par-
ticular we discovered that the existing k-normalisation algorithms published in
the literature do not work for timed-automata with guards on clock-differences.
We have developed two new normalisation algorithms for automata that may
contain constraints on clock differences.

Low-Level Optimisations [Paper C]

The performance of UPPAAL has been greatly improved by low-level optimi-
sations on its central algorithms and data-structures. In this thesis we develop
and evaluate a number of techniques to minimise memory and time consump-
tion. The techniques are implemented in UPPAAL and we believe that they are
generic and applicable to model-checking of timed-systems in general.

We present two different methods for packing states. First, we code the entire
state as one large number using a multiply-and-add algorithm. This method
yields a representation that is canonical and minimal in terms of memory usage
but the performance for inclusion checking between states is poor. The second
method is mainly intended to use for the timing part of the state and it is based
on concatenation of bit strings. Using a special concatenation of the bit string



Introduction 11

representation of the constraints in a zone, ideas from [PS80] can be used to
implement fast inclusion checking between packed zones.

The problem representing large state-spaces is addressed in two different ways.
First, to get rid of states that do not need to be explored, as early as possible,
we introduce inclusion checking already in the data structure keeping the states
waiting to be explored. We also describe an implementation where time, as
well as memory, is saved by this technique. Second, we investigate how super-
trace [Hol91] and hash-compaction [WL93, SD95b] methods can be applied to
timed systems. We present a variant of the hash compaction method, that allows
termination of branches in the search tree based on probable inclusion checking
between states. These techniques have been implemented in the UPPAAL tool,
evaluated and compared by real-life examples; their strengths and weaknesses
are described.

Partial Order Reduction [Paper D,E]

A major problem in automatic verification is the large number of states intro-
duced by modelling concurrent events as interleaved transitions. In many cases,
the order of the transitions are irrelevant for the investigated properties and one
specific order can be chosen to represent all. In this thesis we address this prob-
lem in a setting of timed systems. We present a notion of committed locations
for timed automata. Committed locations are annotations that can be used for
not only modelling of intermediate states within atomic transitions, but also
guiding the model checker to ignore unnecessary interleavings in state-space
exploration. During modelling, intermediate locations in sequences of internal
actions can be marked as committed. This prohibits delay in the locations and
allows its transitions to be interleaved only with transitions of committed lo-
cations in other automata in the network. We present a modified algorithm for
state space exploration for networks of timed automata which generate a re-
duced number of states when committed locations are used. Our experimental
results demonstrate significant time and space-savings for a number of applica-
tions. For example, the audio control protocol presented in Paper E could not
have been verified in 1995 without using committed locations.

Committed location is a simple case of getting rid of unnecessary interleavings
in sequences of transitions without delays. Naturally, we want to extend the
notion to sequences with non-zero delays. However, due to the tight synchro-
nisation of time, delay in timed-automata has a global effect. To resolve this
issue, we introduce a notion of local-time and let local clocks in each process
advance independently of clocks in other processes. To avoid communication
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between processes with different notion of the current time we require pro-
cesses to resynchronise their local time scales whenever they communicate. A
symbolic local-time semantics is developed in terms of predicate transformers,
which enjoys the desired property that two predicate transformers are inde-
pendent if they correspond to disjoint transitions in different processes. This
allows existing partial order reduction techniques to be applied to the problem
of reachability analysis for timed systems.

5 Related Work

In the past years, a large number of model-checkers have been developed by re-
searchers for different application areas. For examples, we mention SPIN [Hol91,
Hol97] for communication protocols and Mury [DDHY92] for concurrent and
reactive systems, UPPAAL [LPY97, ABB101] and KRONOS [DOTY95, Yov97,
BDM 98] for timed systems, and HYTECH [HHWT97] for hybrid systems.
These tools have all been successfully applied to industrial-size case studies,
e.g. [HLP98, IMMS98, SD95a, MMS97, LPY98, HSLL97, TY98, HWT96].
In this section we summarise the most successful and known techniques imple-
mented in these tools.

Partial-order reduction: Partial-order methods [God90, Val90, Pel93] are bas-
ed on the observation that in many cases the exact ordering of events affects
neither the examined properties nor how the system evolves in the future. In
these cases all equivalent orderings can be represented by one single ordering.
For timed-automata there are two different approaches to applying partial order
reductions. The first approach was introduced by Pagani in [Pag96] and later
improved by Dams et. al. [DGKK98]. It is based on the global-time semantics
of timed automata. This limits the possible reductions in that only transitions
that can occur in exactly the same time-interval can be independent. The sec-
ond approach is the local-time approach proposed in Paper D of this thesis.
In [Min99], Minea extends our result for reachability analysis to LTL model-
checking. Minea also shows that standard normalisation techniques for timing-
constraints are applicable also in local-time semantics.

Symmetry reductions: Symmetry reduction [HJJJ84, ID96, ES97] is a method
for exploiting the fact that many system-models have a large number of iden-
tical processes. It is often the case that these identical processes may be in-
terchanged without noticeably affecting the system. As an example, in a com-
munication protocol it may not matter if process A is sending and process B
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is receiving or the other way around. In a model-checker this is exploited by
defining equivalence classes for states based on different permutations of the
identical processes. The model-checking algorithm is then applied to the graph
of equivalence classes instead of the full state-space. As examples. we men-
tion that this technique has been implemented in the tools Mury [ID96] and
SGM [HW98, WHO2].

Symbolic model-checking: The key idea of symbolic model-checking is in
representing and manipulating sets of states in terms of logical formulae. The
best known symbolic technique, introduced in [BCM"92], describe states and
transitions as propositional formulae and use BDDs [Bry86] to store and manip-
ulate them. The so called bounded model-checking is introduced in [BCCZ99].
In this work, the task of checking if a system-model has a certain logical prop-
erty is transformed into checking satisfiability for a series of propositional for-
mulae. Symbolic techniques for timed-systems are all based on zones [Dil89,
HNSY94, AHH96, ACH 95, YPD94], where sets of clock-values are repre-
sented and manipulated using clock constraints. This is the main topic of this
thesis.

Approximation methods: Approximation methods are aimed at systems that
are too large to be handled by precise methods, at the price that some results are
inconclusive. There are two different types of approximation methods, under-
approximations where part of the reachable state-space may be considered not
reachable by the model-checker, and over-approximations where non-reachable
states may be considered reachable by algorithm. Two examples of under-
approximation are Supertrace [Hol91] and hash-compaction [WL93, SD95b].
These methods may conclude erroneously during verification that some unex-
plored state has been visited before. Thus, with under-approximations, a claim
that invariant properties hold is inconclusive, since states violating the property
may be lost in the approximation. Over-approximation techniques are often
combined with symbolic model-checking. Often, the union of two symbolic-
states can not be precisely represented by a single formula while it is possible
to construct a formula including two symbolic states. In [Bal96] this type of
method is applied to verification of timed automata. In the paper the convex-
hull of time-zones are used as an approximation of union. In [WT94], Wong-Toi
presents techniques for refining the results obtained by over-approximations by
combining the results from forwards and backwards analysis.

Efficient Representation of Clock Constraints: In a verification tool, a large
fraction of memory used during verification is spent on storing clock con-
straints. In the literature there are a number of techniques addressing this prob-



14 Introduction

lem. In [DY96] live-range analysis is used to reduce the number of clocks in
a model. The control-structure of the system-model is analysed to compute the
set of active clocks for each location. To save space, only timing information re-
garding active clocks are stored. Another approach is taken in [LLPY97]. This
work is based on the observation that the DBM representation of a time zone
often contains redundant information, i.e. the same set of clock values can be
represented using much fewer constraints. The paper presents an algorithm for
computing the minimal set of constraints for a given DBM.

Inspired by the success of using BDDs to encode state-spaces in hardware ver-
ification, a number of similar techniques for representing clock zones were
developed. In [Bal96], Balarin present a schema for encoding DBMs using
DBBs. He also develop algorithms for performing essential DBM operations
directly on the BDD. In [ABK"97], Asarin et. al. introduce Numerical Deci-
sion Diagrams (NDDs), a technique for representing sets of regions from the
region-graph of timed automata as BDDs. The problem with both these repre-
sentations is their sensitivity to time-granularity. This problem is not present
for Clock Difference Diagrams (CDDs) [LPWY99, BLP"99] and Difference
Decision Diagrams (DDDs) [MLAH99a, MLLAH99b], which are two similar
types of decision diagrams based on difference constraints. They allow for non-
convex unions of zones to be represented by a single diagram, and the main
difference is that in DDDs each node represents a single difference constraint,
while a node in a CDD represents all difference constraints on a clock-pair.
Thus, DDDs will, in general, have more nodes than the corresponding CDD,
while the nodes in a CDD have a larger and variable number of edges.

Low-Level Optimisations: For many applications, it is not feasible to store all
explored states in main memory. In [SD98], Stern and Dill present a method
for storing PASSED on magnetic disk. To compensate for the increased time to
access PASSED, they collect a large number of states in WAIT and check all of
them in one sequential sweep through PASSED. Other alternatives when dealing
with large state-spaces is to store only enough states to guarantee termination.
In [LLPY97] static analysis of the system-model is used to compute the set
of loop-entry location in the processes. A state is then stored in PASSED only
if one of the processes enter such a location. This guarantee that at least one
state in each dynamic loop will be present on PASSED and thus termination is
ensured. A method for throwing identifying and removing states that no longer
can be revisited is presented in [CKMO1]. A progress measure is used by the
model-checker to identify such states.
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6 Conclusions and Future Work

This thesis summarises our experiences in developing and implementing UP-
PAAL. We have studied and developed techniques to improve the performance
of UPPAAL in the verification process. Our main contributions are in three di-
rections. First we have presented a DBM package including all data-structures
and operations needed in symbolic state-space exploration of timed automata.
We hope that the included reports may serve as a cook-book for tool develop-
ers of timed-systems. Second, we have presented and implemented a collec-
tion of low-level optimisations on the central algorithms and data-structures of
UPPAAL. They have given significant performance improvements for the tool.
Though these techniques are developed for UPPAAL, we believe that they are
generic and applicable to other model-checkers for timed-systems. As the third
contribution we have presented partial-order reduction techniques for timed
systems. The notion of committed locations has been a useful mechanism for
not only modelling atomic sequences but also guiding the model-checker to
avoid redundant interleavings in state-space exploration. Though the notion of
committed locations has been generalised to give a local-time semantics for
networks of timed automata, which allows for partial order reductions in state-
space exploration of timed systems, the technique has not yet been fully ex-
plored. This is a challenging area for future work. The local-time semantics is
just a step on the way. A challenge is to develop an efficient implementation of
the technique.

The work presented in this thesis can be extended in several directions. Hierar-
chical extensions to timed automata is a direction that is currently being pursued
within the UPPAAL group. A challenging problem is how to take advantage of
the hierarchical structures in state-space exploration. As future work, we will
further study techniques to reduce memory requirements without losing perfor-
mance in time, e.g. to develop packing methods and hash functions for zones,
that preserve inclusion checking.
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Abstract. A key issue when building a verification tool for timed sys-
tems is how to handle timing constraints arising in state-space explo-
ration. Difference Bound Matrices (DBMs) is a well-studied technique
for representing and manipulating timing constraints. The goal of this
paper is to provide a cook-book and a software package for the devel-
opment of verification tools using DBMs. We present all operations on
DBMs needed in symbolic state-space exploration for timed automata,
as well as data-structures and techniques for efficient implementation.

1 Introduction

During the last ten years, timed automata [AD90, AD94] has evolved as a com-
mon model for timed systems and one of the reasons behind its success is the
availability of verification tools, such as UPPAAL [LPY97, ABBT01] and KRO-
NoS [DOTY95, Yov97], that can verify industrial-size applications modelled as
timed automata. The major problem in automatic verification is the large num-
ber states induced by the state explosion. For timed systems this problem has
an even larger impact since both the number of states and the size of a single
state are significantly larger than in the untimed case due to timing constraints.
This makes devising data-structures for states and timing constraints one of the
key challenges in developing verification tools for timed systems.

In this paper we describe a software package for representing timing constraints,
arising from state space exploration of timed systems, as difference bound ma-
trices [Dil89]. The package is based on the DBM implementation of [BL96] but
it has been significantly improved using implementation experiences gained
from developing the current version of UPPAAL. The paper is intended as a
cook-book for developers of verification tools and the goal is to provide a basis
for the implementation of state-of-the-art verification tools.

The paper is organised as follows: In Section 2 we introduce the DBM struc-
ture and its canonical form; we also describe how to find the minimal number
of constraints needed to represent the same set of clock assignments as a given
DBM. Section 3 lists all DBM operations needed to implement a verification
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tool such as UPPAAL together with efficient algorithms for these operations.
Some suggestions on how to store the structures in memory are given in Sec-
tion 4 and finally Section 5 concludes the paper.

2 DBM basics

The key objects for representing timing information in symbolic state-space
exploration for timed systems are a special class of constraint systems referred
to as difference-bound constraint-systems or, more commonly, zones. A zone
for a set of clocks C is a conjunction of atomic constraints of the form z ~ n and
z —y ~mnwherez,y € C, ~€ {<,<,=,>,>} and n € N. What make zones
so important is their simple structure and that the set of zones is closed with
respect to the strongest postcondition of all operations needed in state-space
generation.

Since zones are frequently used objects, their representation is a major issue
when building a verification tool for timed automata. In this section we describe
the basic concepts behind Difference Bound Matrices (DBM) [Dil89], which is
one of the most effective data structures for zones.

To have a unified form for clock constraints we introduce a reference clock 0
with constant value 0. Let C; = C U {0}. Then any zone D € B(C) can be
rewritten as a conjunction of constraints of the form z — y < n for z,y € G,
<e{<,<}andn € Z.

Naturally, if the rewritten zone has two constraints on the same pair of variables
only the tightest of them is significant. Thus, a zone can be represented using at
most |Co|? atomic constraints of the form z—y =< n such that each pair of clocks
x —y is mentioned only once. We can then store zones using |G| x |Cy| matrices
where each element in the matrix corresponds to an atomic constraint. Since
each element in such a matrix represents a bound on the difference between
two clocks, we call them Difference Bound Matrices (DBMs). In the following
presentation we let D;; denote element (4, j) in the DBM representing the zone
D.

To compute the DBM representation for a zone D, we start by numbering all
clocks in Cy to assign one row and one column in the matrix to each clock. The
row is used for storing lower bounds on the difference between the clock and
all other clocks while the column is used for upper bounds. The elements in the
matrix are then computed in three steps.



DBM: Structures, Operations and Implementation 27

e For each bound in z; — z; < n,in D, let D;; = (n, <).

e For each clock difference z; — z; that is unbounded in D, let D;; = oo.
Where oo is a special value denoting that no bound is present.

e Finally add the implicit constraints that all clocks are positive, i.e. 0 —
z; < 0, and that the difference between a clock and itself is always 0, i.e.
i — X4 S 0.

As an example, consider the zone D =z —0 < 20Ny —0 < 20Ny —z <
10Nz —y < —=10A 0 — 2z < 5. To construct the matrix representation of D, we
number the clocks in the order 0, z, y, z. The resulting matrix representation is
shown below:

[ @0, (0,9 (-10,<)
MDY =1 m0.<) (10,<)  (0,<) oo

To manipulate DBMs efficiently we need two operations on bounds: compari-
son and addition. We define that (n, <) < 0o, (n1, <1) < (n2, <2) if 1 < no
and (n,<) < (n,<). Further we define addition as b + oo = oo, (m, <)
+(n,<) = (m+mn,<)and (m, <) + (n,X) = (m +n,<).

2.1 Canonical DBMs

Usually there are an infinite number of zones sharing the same solution set.
However, for each family of zones with the same solution set there is a unique
constraint system where no atomic constraint can be strengthened without los-
ing solutions. We say that such a zone is closed under entailment or just closed.
Since there is a unique closed zone for each solution set we use closed zones as
canonical representation of entire families of zones.

To compute the closed representative of a given zone we need to derive the
tightest constraint on each clock difference. To solve this problem, we use a
graph-interpretation of zones. If we see zones as a weighted graphs where the
clocks in Cy are nodes and the atomic constraints are edges, deriving bounds
corresponds to adding weights along paths in the graph. Note that DBMs form
adjacency matrices for this graph-interpretation.
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(0, <)

Figure 1: Graph interpretation of the example zone and its closed form

As an example, consider the zone z—0 < 20Ay—0 < 20Ay—x < 10Az—y <
—10. By combining the atomic constraints y — 0 < 20 and z — y < —10 we
derive that z — 0 < 10, i.e. the bound on z — 0 can be strengthened. Consider
the graph interpretation of this zone, presented in Figure 1(a). The tighter bound
on z — 0 can be derived from the graph, using the path 0 — y — x, giving the
graph in Figure 1(b). Thus, deriving the tightest constraint on a pair of clocks in
a zone is equivalent to finding the shortest path between their nodes in the graph
interpretation of the zone. The conclusion is that a canonical, i.e. closed, ver-
sion of a zone can be computed using a shortest path algorithm. Many verifiers
for timed automata use the Floyd-Warshall algorithm [Flo62] (Algorithm 1) to
transform zones to canonical form. However, since this algorithm is quite ex-
pensive (cubic in the number of clocks), it is desirable to make all frequently
used operations preserve the canonical form, i.e. the result of performing an
operation on a canonical zone should also be canonical.

Algorithm 1 Floyds algorithm for computing shortest path
for £ :=0tondo
for i := 0ton do
for j :=0tondo
Dj; = min(Dij, ik + ij)
end for
end for
end for

2.2 Minimal Constraint Systems

A zone may contain redundant constraints. Obviously, it is desirable to remove
such constraints to store only the minimal number of constraints. Consider,
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for instance, the zone ¢ —y < 0Ny —2 < 0Az—2 < 0AN2 < x —
0 < 3, which is in minimal form. This zone is completely defined by only five
constraints. However, the closed form contains no less than 12 constraints. It
is known, e.g. from [LLPY97], that for each zone there is a minimal constraint
system with the same solution set. By computing this minimal form for all zones
and storing them in memory using a sparse representation we might reduce
the memory consumption for state-space exploration. This problem has been
thoroughly investigated in [LLPY97, Pet99, Lar00] and this presentation is a
summary of the work presented there.

The goal is to find an algorithm that computes the minimal form of a closed
DBM. However, closing a DBM corresponds to computing the shortest path
between all clocks. Thus, we want to find an algorithm that computes the mini-
mal set of bounds with a given shortest path closure. For clarity, the algorithm
is presented in terms of directed weighted graphs. However, the results are di-
rectly applicable to the graph interpretation of DBMs.

First we introduce some notation: we say that a cycle in a graph is a zero cycle

if the sum of weights along the cycle is 0, and an edge z; LN xj is redundant
if there is another path between z; and x; where the sum of weights is no larger
than M.

In graphs without zero cycles we can remove all redundant edges without af-
fecting the shortest path closure [Pet99]. Further, if the input graph is in shortest
path form (as for closed DBMs) all redundant edges can be located by consid-
ering alternative paths of length two.

As an example, consider Figure 2. The figure shows the shortest path closure
for a zero-cycle free graph (a) and its minimal form (b). In the graph we find
that z; 3) T9 is made redundant by the path x; l) T4 3) o and can thus
be removed. Further, the edge x3 £> T9 is redundant due to z3 3> T 3>
z9. Note that we consider edges marked as redundant when searching for new
redundant edges. The reason is that we let the redundant edges represent the
path making them redundant, thus allowing all redundant edges to be located
using only alternative paths of length two. This procedure is repeated until no
more redundant edges can be found.

This gives the O(n?) procedure for removing redundant edges presented in
Algorithm 2. The algorithm can be directly applied to zero-cycle free DBMs to
compute the minimal number of constraints needed to represent a given zone.
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g

1
(a) (b)

Figure 2: A zero cycle free graph and its minimal form

Algorithm 2 Reduction of Zero-Cycle Free Graph G with n nodes
for i := 1ton do
for j :=1tondo
for £ :=1ton do
if G, + Gk]‘ < Gij then
Mark edge ¢ — j as redundant
end if
end for
end for
end for
Remove all edges marked as redundant.

However, this algorithm will not work if there are zero-cycles in the graph.
The reason is that the set of redundant edges in a graph with zero-cycles is not
unique. As an example, consider the graph in Figure 3(a). Applying the above

reasoning on this graph would remove x| 3, x3 based on the path x; =2 To 5
x3. It would also remove the edge i> z3 based on the path x» 3> T i> 3.
But if both these edges are removed it is no longer possible to construct paths
leading into z3. In this example there is a dependence between the edges x; 3,
x3 and 9 i> x3 such that only one of them can be considered redundant.

The solution to this problem is to partition the nodes according to zero-cycles
and build a super-graph where each node is a partition. The graph from Fig-
ure 3(a) has two partitions, one containing x; and xs and the other containing
x3. To compute the edges in the super-graph we pick one representative for
each partition and let the edges between the partitions inherit the weights from
edges between the representatives. In our example, we choose z; and z3 as
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(b)

Figure 3: A graph with a zero-cycle and its minimal form

representatives for their equivalence classes. The edges in the graph are then
{z1, 22} 3 {z3} and {z3} 3 {1, z2}. The super-graph is clearly zero-cycle
free and can be reduced using Algorithm 2. This small graph can not be re-
duced further. The relation between the nodes within a partition is uniquely
defined by the zero-cycle and all other edges may be removed. In our example
all edges within each equivalence class are part of the zero-cycle and thus none
of them can be removed. Finally the reduced super-graph is connected to the
reduced partitions. In our example we end up with the graph in Figure 3(b).
Pseudo-code for the reduction-procedure is shown in Algorithm 3.

Now we have an algorithm for computing the minimum number of edges to
represent a given shortest path closure that can be used to compute the minimum
number of constraints needed to represent a given zone.

3 Operations on DBMs

This section presents all operations on DBMs needed in symbolic state space
exploration of timed automata, both for forwards and backwards analysis. Note
that even if a verification tool only explores the state space in one direction
all operations are still useful for other purposes, e.g. for generating diagnostic
traces. The effects of the operations are shown graphically in Figure 5.

In the following section we do not distinguish between DBMs and zones, and
the terms are used alternately. To simplify the presentation we assume that the
clocks in Cp are numbered 0, . . ., and the index for 0 is 0. We assume that the
input zones are consistent and in canonical form.
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Algorithm 3 Reduction of negative-cycle free graph G with n nodes
for i := 1tondo
if Node; is not in a partition then
Eqi=10
for j :=itondo
if Gij + sz' = 0 then
Eq; .= Eq; U {Nodei}
end if
end for
end if
end for
Let G’ be a graph without nodes.
for each E¢; do
Pick one representative Node; € Eg;
Add Node; to G’
Connect Node; to all nodes in G’ using weights from G.
end for
Reduce G’
for each F¢; do
Add one zero cycle containing all nodes in F¢ to G’
end for

The operations on DBMs can be divided into three different classes:

1. Property-Checking: Operations in this class include checking if a DBM
is consistent, checking inclusion between zones, and checking whether a
zone satisfies a given atomic constraint.

2. Transformation: This is the largest class containing operations for trans-
forming zones according to guards, delay and reset.

3. Normalisation: They are used to normalise zones in order to obtain a
finite zone-graph. In this paper we only describe one operation in this
class, the so called k-normalisation. For more normalisation operations
we refer to [BYO1].
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3.1 Checking Properties of DBMs

consistent(D)

The most basic operation on a DBM is to check if it is consistent, i.e. if the
solution set is non-empty. In state-space exploration this operation is used to
remove inconsistent states from exploration.

For a zone to be inconsistent there must be at least one pair of clocks where the
upper bound on their difference is smaller than the lower bound. For DBMs this
can be checked by searching for negative cost cycles in the graph interpretation.
However, the most efficient way to implement a consistency check is to detect
when an upper bound is set to lower value than the corresponding lower bound
and mark the zone as inconsistent by setting Dyy to a negative value. For a
zone in canonical form this test can be performed locally. To check if a zone is
inconsistent it will then be enough to check whether Lk is negative.

relation(D, D’)

Another key operation in state space exploration is inclusion checking for the
solution sets of two zones. For DBMs in canonical form, the condition that
D;; < D;j for all clocks 4,5 € Cp is necessary and sufficient to conclude that
D C D'. Naturally the opposite condition applies to checking if ) C D. This
allows for the combined inclusion check described in Algorithm 5.

satisfied(D,z; —x; < m)

Sometimes it is desirable to non-destructively check if a zone satisfies a con-
straint, i.e. to check if the zone D A z; — z; = m is consistent without altering
D. From the definition of the consistent-operation we know that a zone is
consistent if it has no negative-cost cycles. Thus, checking if D A —x; < m
is non-empty can be done by checking if adding the guard to the zone would
introduce a negative-cost cycle. For a DBM on canonical form this test can be
performed locally by checking if (m, <) + Dj; is negative.

3.2 Transformations

up(D)

The up operation computes the strongest post condition of a zone with respect
to delay, i.e. up(D) contains the time assignments that can be reached from D
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by delay. Formally, this operation is defined as up(D) = {u+d|u € D,d €
Ry}

Algorithmically, up is computed by removing the upper bounds on all indi-
vidual clocks (In a DBM all elements D;q are set to oo). This is the same as
saying that any time assignment in a given zone may delay an arbitrary amount
of time. The property that all clocks proceed at the same speed is ensured by
the fact that constraints on the differences between clocks are not altered by the
operation.

This operation preserves the canonical form, i.e. applying up to a canonical
DBM will result in a new canonical DBM. The reason is that to derive an upper
bound on a single clock z we need at least an upper bound on another clock y
and the relation between x and y, and all upper bounds have been removed by
the operation. The up operation is also presented in Algorithm 6.

down(D)

This operation computes the weakest precondition of D with respect to delay.
Formally down(D) = {u|u +d € D,d € R}, i.e. the set of time assign-
ments that can reach D by some delay d. Algorithmically, down is computed by
setting the lower bound on all individual clocks to (0, <). However due to con-
straints on clock differences this algorithm may produce non-canonical DBMs.
As an example, consider the zone in Figure 4(a). When down is applied to this
zone (Figure 4(b)), the lower bound on z is 1 and not 0, due to constraints on
clock differences. Thus, to obtain an algorithm that produce canonical DBMs
the difference constraints have to be taken into account when computing the
new lower bounds.

Y y

Figure 4: Applying down to a zone.

To compute the lower bound for a clock z, start by assuming that all other
clocks y; have the value 0. Then examine all difference constraints ¢ — = and
compute a new lower bound for z under this assumption. The new bound on
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0 — z will be the minimum bound on y; — z found in the DBM. Pseudo-code
for down is presented in Algorithm 7.

and(D,z; —y; 2 b)

The most useful operation in state-space exploration is conjunction, i.e. adding
a constraint to a zone. The basic step of the and operation is to check if (b, <)
< Dj; and in this case set the bound Dj; to (b, <). If the bound has been
altered, i.e. if adding the guard affected the solution set, the DBM has to be
put back on canonical form. One way to do this would be to use the generic
shortest path algorithm, however for this particular case it is possible to derive
a specialisation of the algorithm allowing re-canonicalisation in O(17) instead
of O(n3).

The specialised algorithm take advantage of the fact that IJ; is the only bound
that has been changed. Since the Floyd-Warshall algorithm is insensitive to how
the nodes in the graph are ordered, we may decide to treat 2; and x; last. The
outer loop of Algorithm 1 will then only affect the DBM twice, for £ = 4 and
k = j. This allows the canonicalisation algorithm to be reduced to checking,
for all pairs of clocks in the DBM, if the path via either z; or z; is shorter than
the direct connection. The pseudo code for this is presented in Algorithm 8.

free(D,x)

The free operation removes all constraints on a given clock, i.e. the clock may
take any positive value. Formally this is expressed as free(D,z) = {u[z =
d]|u € D,d € Ry }. In state-space exploration this operation is used in combi-
nation with conjunction, to implement reset operations on clocks. It can be used
in both forwards and backwards exploration, but since forwards exploration al-
lows other more efficient implementations of reset, free is only used when
exploring the state-space backwards.

A simple algorithm for this operation is to remove all bounds on z in the DBM
and set Dy, = (0, <). However, the result may not be on canonical form.
To obtain an algorithm preserving the canonical form, we change how new
difference constraints regarding z are derived. We note that the constraint 0 —
2 < 0 can be combined with constraints of the form 4 — 0 < m to compute
new bounds for y; — z. For instance, if y — 0 < 5 we can derive that y —z < 5.
To obtain a DBM on canonical form we derive bounds for D, based on D;
instead of setting D;,; = oo.In Algorithm 9 this is presented as pseudo code.
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reset(D,z:=m)

In forwards exploration this operation is used to set clocks to specific values,
i.e. reset(D,z:=m) = {u[zr = m] | u € D}. Without the requirement that
output should be on canonical form, reset can be implemented by setting
Dy = (m, <), Doy = (—m, <) and remove all other bounds on z. However,
if we instead of removing the difference constraints compute new values using
constraints on the other clocks, like in the implementation of free, we obtain
an implementation that preserve the canonical form. Such an implementation is
presented in Algorithm 10.

copy(D,z:=1y)

This is another operation used in forwards state-space exploration. It copies
the value of one clock to another. Formally, we define reset(D,z:=y) as
{ulz = u(y)] | v € D}. Analogous with reset, copy can be implemented
by assigning Dy, = (0, <), Dy, = (0, <), removing all other bounds on z and
re-canonicalise the zone. However, a more efficient implementation is obtained
by assigning Dy, = (0, <), Dy, = (0, <) and then copy the rest of the bounds
on z from y. For pseudo code, see Algorithm 11

shift(D,z:=z+ m)

The last reset operation is shifting a clock, i.e. adding or subtracting a clock with
an integer value, i.e. shift(D,z:=xz + m) = {u[z = u(z) + m] | u € D}.
The definition gives a hint on how to implement the operation. We can view the
shift operation as a substitution of z — m for x in the zone. With this reasoning
m is added to the upper and lower bounds of z. However, since lower bounds
on x are represented by constraints on i — x, m is subtracted from all those
bounds. This operation is presented in pseudo-code in Algorithm 12

3.3 Normalisation Operations

norm(D, [ko, k1, ..., ky))

To obtain a finite zone graph most verifiers use some kind of normalisation of
zones. One of the key steps in most normalisation algorithms is the so called k-
normalisation, i.e. the zone is normalised with respect to the maximum constant
each clock is compared to in the automaton.
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The procedure to obtain the k-normalisation of a given zone is to remove all
bounds z —y < m such that (m, <) > (k;, <) and to set all bounds z —y < m
such that (m, <) < (—ky, <) to (—=ky, <). This corresponds to removing all
upper bounds higher than the maximum constant and lowering all lower bounds
higher than the maximum constant down to the maximum constant.

The k-normalisation operation will not preserve the canonical form of the DBM,
and in this case the best way to put the result back on canonical form is to use
Algorithm 1. Pseudo-code for k-normalisation is given in Algorithm 13

=T

up(D) down(D)

Y Y

= = 7 /_—I

L — — 4 R
free(D,y) r reset(D,z:=2) r copy(D, z:=1vy) r
y

1

and(D,z<2) ¥ norm(D,[k, =2k, =1]) shift(D,y:=y+ 1)

Figure 5: All DBM operations applied to the same zone
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4 Zones in Memory

This section describes a number of techniques for storing zones in computer
memory. The section starts by describing how to map DBM elements on ma-
chine words. It continues by discussing how to place two-dimensional DBMs
in one-dimensional memory and ends by describing how to store zones using a
sparse representation.

4.1 Storing DBM Elements

To store a DBM element in memory we need to keep track of the integer limit
and whether it is strict or not. The range of the integer limit is typically much
lower than the maximum value of a machine word and the strictness can be
stored using just one bit. Thus, it is possible to store both the limit and the
strictness in different parts of the same machine word. Since comparing and
adding DBM elements are frequently used operations it is crucial for the per-
formance of a DBM package that they can be efficiently implemented for the
chosen encoding. Fortunately, it is possible to construct an encoding of bounds
in machine words, where checking if b; is less than by can be performed by
checking if the encoded b; is smaller than the encoded b,.

The encoding we propose is to use the least significant bit (LSB) of the ma-
chine word to store whether the bound is strict or not. Since strict bounds are
smaller than non-strict we let a set (1) bit denote that the bound is non-strict
while an unset (0) bit denote that the bound is strict. The rest of the bits in the
machine word are used to store the integer bound. To encode oo we use the
largest positive number that fit in a machine word (denoted MAX INT).

For good performance we also need an efficient implementation of addition of
bounds. For the proposed encoding Algorithm 4 adds two encoded bounds &
and by. The symbols & and | in the algorithm are used to denote bitwise-and
and bitwise-or, respectively.

Algorithm 4 Algorithm for adding encoded bounds
if b, = MAX_INT or b = MAX_INT then
return MAX INT
else
return by + b — ((b1&1)](b2&1))
end if
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4.2 Placing DBMs in Memory

Another implementation issue is how to store two-dimensional DBMs in linear
memory. In this section we present two different techniques and give a brief
comparison between them. The natural way to put matrices in linear memory
is to store the elements by row (or by column), i.e. each row of the matrix is
stored consequently in memory. This layout has one big advantage, its good
performance. This advantage is mainly due to the simple function for comput-
ing the location of a given element in the matrix: loc(z,y) = z * (n + 1) + y.
This function can (on most computers) be computed in only two instructions.
This is important since all accesses to DBM elements use this function. How
the different DBM elements are place in memory with this layout if presented
in Figure 6(a).

The second way to store a DBM in linear memory is based on a layered model
where each layer consists of the bounds between a clock and the clocks with
lower index in the DBM. In this representation it is cheap to implement local
clocks, since all information about the local clocks are localised at the end of
the DBM. The drawback with this layout is the more complicated function from
DBM indices to memory locations. For this layout we have:

_Jyxy+1) 4+ ifr<ly
lOC(ﬁay)—{ x4y otherwise

This adds at least two instructions (one comparison and one conditional jump)
to the transformation. This may not seem such a huge overhead, but it is clearly
noticeable. The cache performance is also worse when using this layout than
when storing the DBMs row-wise. This layout is illustrated in Figure 6(b).

The conclusion is that unless the tool under construction supports adding and
removing clocks dynamically the row-wise mapping should be used. On the
other hand, if the tool supports local clocks the layered mapping may be prefer-
able since no reordering of the DBM is needed when entering or leaving a clock
scope.

4.3 Storing Sparse Zones

In most verification tools, the majority of the zones are kept in the set of states
already visited during verification. They are used as a reference to ensure termi-
nation by preventing states from being explored more than once. For the states
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o 1 2 3 0 2 6 12
4 5 6 7 1 3 7 13
§ 9 10 11 4 5 8 14
12 13 14 15 9 10 11 15
(a) Row wise (b) Layered

Figure 6: Different layouts of DBMs in memory

in this set we may benefit from storing only the minimal number of constraints
using a sparse representation.

A straight forward implementation is to store a sparse zone as a vector of con-
straints of the form (z, y, b). We may save additional memory by omitting im-
plicit constraints, such as 0 —z < 0. A downside with using sparse zones is that
each constraint require twice the amount of memory needed for a constraint in
a full DBM, since the sparse representation must store clock indices explicitly.
Thus, unless half of the constraints in a DBM are redundant we do not gain
from using sparse zones.

A good feature of the sparse representation is that checking whether a zone Dy
represented as a full DBM is included in a sparse zone I; may be implemented
without computing the full DBM for D;. It suffices to check for all constraints
in Dy that the corresponding bound in Dy is tighter. However, to check if D, C
D we have to compute the full DBM for D;.

5 Conclusions

In this paper we have reviewed Difference Bound Matrices as a data-structure
for timing constraints. We have presented the basics of the data-structure and all
operations needed in symbolic state-space exploration of timed automata. We
have also discussed how to save space by computing the minimum number of
constraints defining a given zone and saving them using a sparse representation.
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A Pseudo-Code

Algorithm 5 relation(D, D’)

focp =1
foop =1
for ; := Otondo
for j := 0tondo
focp = fpcp A (Dij < D)
foop = fpop A (Dij > Dy;)
end for
end for

return (fpcpr, fpopr)

Algorithm 6 up(D)

for i :=1ton do
DiO =00
end for

Algorithm 7 down(D)

for i :=1ton do
Dy; = (0,<)
for j :=1tondo
if Djz‘ < Dy; then
Dy; = Dji
end if
end for
end for
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Algorithm 8 and(D, g)

if Dy, + (m, <) < 0 then

Dy = (—1,%)
else if (m, <) < D,, then
ny = (m, j)

for: := 0 tondo
for j :=0tondo
if D, + ij < Dij then
Dij = Dj; + Dy;
end if
if Diy + Dy]' < Dij then
Dij = Diy + Dy;
end if
end for
end for
end if

Algorithm 9 free(D, x)

for i :=0ton do

if i # x then
D, =
Diz = Djp
end if
end for

Algorithm 10 reset(D,z:=m

for i :=0ton do
Dy == (m, <) + Dy;
Di; := Djy + (—m, <)
end for
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Algorithm 11 copy(D, z :=1y)

for ; := 0 ton do
if i # x then
Dy = Dyi
Dy := Dy
end if
end for

Algorithm 12 shift(D,z:=x + m)

for; := 0 tondo
if i # x then
Dy := Dy + (m, S)
Diy := Djz + (—m, <)

end if
end for
Do := maz(Dyy, (0, <))
Dy, := min(Dog (0, <))

Algorithm 13 normy (D, [ko, k1, ..., kn])

for ; := 0tondo
for j :=0ton do
if D;; # oo and D;; > (ki, <) then

Dij = o0
else if D;; # oo and D;; < (—Fk;, <) then
Dij = (=k;j, <)
end if
end for
end for

close(D)
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Reachability Analysis of Timed Automata Containing
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Johan Bengtsson and Wang Yi
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Abstract. The key step to guarantee termination of reachability analysis
for timed automata is the normalisation algorithms for clock constraints
(i.e. symbolic states represented as DBM’s). It transforms DBM’s which
may contain arbitrary constants into their equivalent according to max-
imal constants appearing in clock constraints of an automaton. A re-
striction of the existing algorithms is that clock constraints in timed
automata must be in the form [AD94] of x ~ n where x is a clock,
~€ {<,<,=,>,>}, and n is a natural number. It was discovered re-
cently that the existing tools were either providing incorrect answers or
not terminating when they are used to verify automata containing dif-
ference constraints of the form: z — y ~ n (that are indeed needed in
many applications e.g. in solving scheduling problems). In this paper, we
present new normalisation algorithms that transforms DBM’s according
to not only maximal constants of clocks but also difference constraints
appearing in an automata. To our knowledge, they are the first published
normalisation algorithms for timed automata containing difference con-
straints. The algorithms have been implemented in UPPAAL, demonstrat-
ing that little extra overhead is needed to deal with difference constraints.

1 Introduction

Following the work of Alur and Dill on timed automata [AD94], a number of
model checkers have been developed for modelling and verification of timed
systems with timed automata as the core of their input languages [DOTY95,
Yov97, LPY97, ABB™01] based on reachability analysis. The foundation for
decidability of reachability problems for timed automata is Alur and Dill’s re-
gion technique, by which the infinite state space of a timed automaton due to
the density of time, may be partitioned into finitely many equivalence classes
i.e. according to regions in such a way that states within each class will always
evolve to states within the same classes. However, analysis based on the re-
gion technique is practically infeasible due to the large number of equivalence
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classes [LPY95], which is highly exponential in the number of clocks and their
maximal constants.

One of the major advances in the area after the pioneering work of Alur and Dill
is the symbolic technique [Dil89, YL93, HNSY94, YPD94, LPY95], which
transforms the reachability problem to that of solving simple constraints. It
adopts the idea from symbolic model checking for untimed systems, which uses
logical formulas to represent set of states and operations on formulas to repre-
sent state transitions. It is proven that the infinite state-space of timed automata
can be finitely partitioned into symbolic states which are represented and ma-
nipulated using a class of linear constraints known as zones and represented
as Difference Bound Matrices (DBM) [Bel57, Dil89]. The reachability relation
over symbolic states can be represented and computed by a few efficient oper-
ations on zones. From now on, we shall not distinguish the terms: constraint,
zone and DBM.

The technique can be simply formulated in an abstract reachability algorithnt
as shown in Algorithm 1. The algorithm is to check whether a timed automaton
may reach a final location [;. It explores the state space of the automaton in
terms of symbolic states in the form (I, D) where [ is a location and D is a zone
(represented as a DBM).

Algorithm 1 Symbolic reachability analysis
PASSED = ), WAIT = {(lo, Do)}
while WAIT # () do
take ([, D) from WAIT
ifl =1 A DN Dy # 0 then return “YES”
if D ¢ D' forall (I, D') € PASSED then
add (I, D) to PASSED
for all (I, D') such that (I, D) ~ (I', D") do
add (I', D') to WAIT
end for
end if
end while
return “NO”

Having a closer look at the algorithm, one will realize that termination is not
guaranteed unless the number of constraints generated is finite or the constraints

'Several verification tools for timed systems (e.g. UPPAAL [BLL96]) have been imple-
mented based on this algorithm.
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form a well quasi-ordering with respects to set-inclusion (over solution sets for
clock constraints) [Hig52]. There have been several normalisation algorithms
for clock constraints represented as DBMs (e.g. [Rok93, Pet99]) that are the
key step to guarantee termination for the existing tools. They transform DBMs
which may contain arbitrary constants into their equivalent with maximal con-
stants appearing in clock constraints. The transformation respects region equiv-
alence and therefore the number of DBMs explored is finite. However a re-
striction of the existing normalisation algorithms is that clock constraints in the
syntax of timed automata must be in the form [AD94] of £ ~ n where x is a
clock variable, ~ is a relational operator and n is a natural number. It was dis-
covered recently that the existing tools were either providing incorrect answers
or not terminating when they are used to verify automata containing difference
constraints of the form: x —y ~ n (that are indeed needed in many applications
e.g. in solving scheduling problems).

A normalisation algorithm based on region equivalence treats clock values above
a certain constant as equivalent. This is correct only when no guard of the form:

z —y ~ nis allowed in an automaton. Otherwise the normalisation opera-

tion may enlarge a zone so that the guard (a difference constraint) labelled on a
transition is made true and thus incorrectly enables the transition. For automata
containing difference constraints as guards, we need a finer partitioning, since

the difference constraints introduce diagonal lines that split the entire clock
space, even above the maximum constants for clocks. The partitioning and re-

lated normalisation operation based on region construction is too crude.

We demonstrate this by an example. Consider the example shown in Figure 1.
The final location of the automaton is not reachable according to the semantics.
This is because in location so, the clock zone is (x — y > 2 and = > 2) where
the guard is (z — z < 1 and z — y < 1) which is equivalent to (x — z < 1 and
z—1y < land x —y < 2) can never be true and thus disables the last transition.
However, because the maximal constants for clock x is 1 (and 2 for y), the zone
in location sg: (x — y > 2 and x > 2) will be normalised to (z —y > 1 and
z > 1) by the maximal constant 1 for z, which enables the guard (z —z < 1 and
z —1y < 1) leading to the final location. Thus the symbolic reachability analysis
based on a standard normalisation algorithm would incorrectly conclude that
the last location is reachable.

In [BDGPYS], it has been proved that a timed automaton with constraints on
clock differences can be transformed to an equivalent automaton without con-
straints on differences. However, this approach is impractical to be implemented
in the existing tools that support debugging of models because the transfor-
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S2 S3

O O, O -O

x<z+1, z<y+1

Figure 1: Bug example

mation will change the syntax of the original automaton. In this paper, we
present two normalisation algorithms that allow not only clock comparison
with naturals but also comparison between clocks i.e. constraints on clock dif-
ferences. The algorithms transform DBMs according to not only the maximal
constants of clocks but also difference constraints appearing in an automaton.
To our knowledge, they are the first published normalisation algorithms for
timed automata containing difference constraints. The algorithms have been
implemented in UPPAAL. Our experiments demonstrate that almost no extra
overhead is added to deal with difference constraints.

The paper is organised as follows: Section 2 reviews timed automata and reach-
ability analysis. Section 3 introduces the problem in normalising symbolic states
for timed automata with constraints over clock differences. Section 4 presents
two new normalisation algorithms. Section 5 concludes the paper.

2 Preliminaries

In this section we briefly review the notation for timed automata and its seman-
tics. More extensive descriptions can be found in e.g. [AD94, Yov98, Pet99].

2.1 Timed Automata Model

Let ¥ be a finite set of labels, ranged over by a, b etc. A timed automaton is a
finite state automaton over alphabet 3 extended with a set of real valued clocks,
to model time dependent behaviour. Let C denote a set of clocks, ranged over by
x,y, 2, and define B(C) as the set of conjunctions of atomic constraints of the
formz ~nand z —y ~ nfor ~€ {<,<,=,>,>} and n € N. We use By¢(C)

for the subset of B(C) where all atomic constraints are of the form 2 ~ n and
let g range over this set.
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Definition 1 (Timed Automaton) A timed automaton A is a tuple (N, ly, —, I)
where N is a set of control nodes, ly € N is the initial node, +€ N X Bys(C) %
¥ x 29%N x N is the set of edges and I : N — B(C) assign invariants to
locations. As a simplification we will use | LB 1o denote (l,g,a,r,1l') €.
The clocks values are formally represented as functions, called clock assign-
ments, mapping C to the non-negative reals R;. We let u, v denote such func-
tions, and use u € g to denote that the clock assignment w satisfy the formula g.
For d € R, we use u + d for the clock assignment that map all clocks z in C to
the value u(x) + d, and for r : C — N we let [r]u denote the clock assignment
that map all clocks, z, in the domain of r to r(x) and agree with u for the other
clocks in C

The semantics of a timed automaton is a timed transition-system where the
states are pairs (I, u), with two types of transitions, corresponding to delay tran-
sitions and discrete action transitions respectively:

o (u) s (1wt t)ifue I()and (u+t) € I(l)
g,a,r

o (Luy S (I u)ifl 225 0" u € g,u' = [rluand o' € I(I')

It is easy to see that the state space for such a transition system is infinite and
thus not adequate for algorithmic verification. However, efficient algorithms
may be obtained using a symbolic semantics based on symbolic states of the
form (I, D), where D € B(C) [HNSY92, YPD94]. The symbolic counterpart
of the transitions are given by:

o (I,D)~ (I,DY AI(1))
o (I,D)~ (I',r(D Ag) ANI(I")if 1 2251

where D" = {u+d|u € DAd € Ry} and r(D) = {[r]u|u € D}. It can be
shown that the set of constraint systems is closed under these operations, in the
sense that the result of the operations can be expressed by elements of B(C).

Moreover the symbolic semantics correspond closely to the standard semantics
in the sense that if (I, D) ~» (I', D'} then, for all +' € D' there is u € D such
that (I, u) — (I',u’).

2.2 Reachability Analysis

Given a timed automaton with symbolic initial-state (fy, Dy) and a symbolic
state (I, D), (I, D) is said to be reachable if (ly, Do) ~* (I, D,,) and DN D,, #
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() for some D,,. This problem may be solved using a standard reachability algo-
rithm for graphs. However the unbounded clock values may render an infinite
zone graph and thus might the reachability algorithm not terminate. The solu-
tion to this problem is to obtain a finite symbolic semantics by normalising the
states with respect to the maximum constant each clock is compared to in the
automaton. For details we refer the reader to [Pet99, Rok93] but the main fact
and the intuition behind it is described here. In order to do this we first have
to introduce the notion of closed constraint systems. We say that a constraint
system D € B(C) is closed under entailment or just closed, for short, if no
constraint in D can be strengthened without reducing the solution set.

Proposition 1 For each constraint system D € B(C) there is a unique con-
straint system D' € B(C) such that D and D' have exactly the same solution
set and D' is closed under entailment.

From this proposition we conclude that a closed constraint system can be used
as a canonical representation of a zone.

Given a zone D and a set of maximal constants k = {k;, k,,...} where k,
denotes the maximal constant for clock z, the normalisation of D, denoted
normy (D), is computed from the closed representation of D by

1. Removing all constraints of the form z < m,z < m,z —y < m and
z —y < m where m > kg,

2. Replacing all constraints of the formz > m,z > m,x —y > m and
x —y > m where m > k, with x > k; and x — y > k, respectively.

This can then be used to define a notion of normalised symbolic transitions
(~) by modifying the transitions of the standard symbolic semantics to pre-
serve normalisation. The discrete action transition already preserves this so
there is no need to modify it, but the delay transition should be modified to
(I, D) ~ (I,normg (DT A I(1))).

Proposition 2 Assume a timed automaton A with initial-state (ly, Dy) and let
k be the set of maximal constants used to compare with respective clocks in
A. Then (l, D) is reachable from (ly, Dy) if and only if there is a sequence of
normalised transitions (o, D) ~3 (I, D},) such that D N D;, # (.

Using this we get a finite symbolic state-space where we can apply a standard
reachability algorithm for graphs, such as the one in Algorithm 1 with the sym-
bolic transition relation ~» being replaced with the normalised version ~.
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3 Constraints on Clock Differences and Normalisation

Timed automata can easily be extended to allow guards where the difference
between two clocks is compared, i.e. allowing the guards to be taken from the
full set B(C), not only from By;(C). However, this extension do not give more
expressive power; it has been shown (e.g. in [BDGP98]) that a timed automaton
with difference constraints can be transformed into an equivalent automaton
without difference constraints. From now on, we will call the timed automata
described in Section 2 for diagonal free timed automata and widen the term
timed automata to include also automata with difference constraints.

We note that for diagonal-free timed automata the normalisation algorithm de-
scribed earlier is based on the so called region equivalence.

Definition 2 (Region Equivalence) For a clock x € C, let k, be a constant
(the ceiling of clock x). For a real number t, let {t} denote the fractional part
of t, and |t] denote its integer part. Two clock assignments u,v are region-
equivalent, denoted u ~ v, iff

1. for each clock x, either |u(z)]| = |v(x)] or (u(z) > ky and v(z) > k),
and

2. for all clocks x,y if u(z) < ky and u(y) < ky then
(a) {u(z)} =0iff {v(z)} =0and
(b) {u(z)} < {u(y)} iff {v(z)} < {v(y)}

For the extended version we need a finer partitioning, since the difference con-
straints in the guards introduce diagonal lines that split the entire clock space,
even above the maximum constants for the clocks. The partitioning used for
diagonal-free automata, and the connected normalisation operation normy, is
too crude. We demonstrate this by an example: Consider the timed automaton
in Figure 2. The automaton has two clocks, x (with maximum constant 0) and
y (with maximum constant 1). The only difference constraint in the example is
z < y. This will be used as a running example throughout the paper since the
small number of clocks make it possible to show the zones using graphs.

The problem is easily detected by comparing the clock zones of the unnor-
malised symbolic semantics (presented in Figure 3) with the corresponding
clock zones in the normalised symbolic semantics (presented in Figure 4). To
highlight the cause of the problem even further we show borders between equiv-
alence classes in the clock space (y = 1 from the maximum constant for y and
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JS1\ y<l1 JS_Z\ X-y<=0
o U/

Figure 2: Example automaton with difference guards

x = y from the difference constraint) as dashed lines. The initial state of the
automaton is (Sy, z = y) After performing the first action step it will reach the
state (S1, z = 2).Idling in location S leads to the state (Sy, 2 > 2 Az —y < 2).
Since this is above the maximum constant of z the corresponding state in the
normalised semantics will be (S;, z > 0). Thus, the normalised state will, er-
roneously, contain time assignments from the triangle y < 1 A x < y even
though no state in the real semantics has a time assignment in this equiv-
alence class. Performing the next action step will take the automaton to the
state (S, y < 1 Az > 2 A x —y < 2). The next step in the normalised seman-
tics is the state (Ss,y < 1 Az > 0). The automaton may now idle to the state
(S2,x >2 A1 < x—y <2). The corresponding state in the normalised se-
mantics is (Sy,y — 2 < 1). In the real semantics no further step is possible
since the guard z — y < 0 is not satisfied while the normalised semantics may
proceed to location S since the time assignments satisfying 0 < y —x < 1 are
present in the normalised states. The conclusion is that the normalisation pro-
cedure have to be adapted to handle timed automata with difference constraints.

4 New Normalisation Algorithms

In this section we will present how to normalise the symbolic states for a timed
automaton with difference constraints together with two slightly different algo-
rithms to do this. The first algorithm is simpler, and may still yield an infinite
zone graph. However, the zones form a well quasi-order with respect to inclu-
sion checking and thus the reachability algorithm is guaranteed to terminate
(see e.g. [ACITO00]). The second algorithm is more complex and does not suf-
fer from this problem, but it may require splitting of symbolic states.
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Entering S2 v Leaving S2 v Entering S3

Figure 3: Zones for the example automaton, without normalisation

x

x

Leaving S2 v Entering S3

Entering S2

Figure 4: Zones for the example automaton, with incorrect normalisation
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4.1 Region Equivalence Refined by Difference Constraints

The key issue for the extended normalisation algorithms is to honour the equiv-
alence classes that are introduced by difference constraints in the guards. We
note that difference constraints in the guards may introduce equivalence classes
in the clock space that reach beyond any maximum constant. Thus we need to
refine the region equivalence from Definition 2 to take the difference constraints
into account.

Definition 3 (Refined Region Equivalence) Let G be a finite set of constraints
of the form z —y ~ n for z,y € C, ~€ {<,<,=,>,>} andn € N. Two clock
assignments u, v are equivalent, u = v iffu ~vandVg € G:u € g v € g

We note that since the number of regions defined by ~ is finite and there are
only finitely many constraints in G this refined region equivalence will define
finitely many regions.

4.2 The Core of Normalisation

We can now use the refined region equivalence from Definition 3 to obtain the
core of a normalisation algorithm. From the region equivalence we get the need
to ensure that if a difference constraint is not satisfied by any point in the unnor-
malised zone, D, then it should not be satisfied by any point in the normalised
zone, normg(D), and if all points in D satisfy a difference constraint then so
should all points in normy(D). This leads to a core normalisation algorithm
consisting of three stages:

1. Collect all difference constraints from A that are not satisfied by any point
in the zone and the negation of all difference constraints that are satisfied
by all points in the zone.

2. Perform normalisation with respect to the maximum constants of A.

3. Apply the negation of all the collected constraints to the normalised zone
to make sure that none of the collected constraints are satisfied after nor-
malisation.

In Algorithm 2 this core normalisation is given as pseudo code. The set G
referred to in the algorithm is the set of difference constraints in A and the

operation normy, refers to normalisation with respect to the maximum constants
of A.
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Algorithm 2 Core normalisation algorithm
Gunsat 1= 0
for all g such that g € G4 or g € G4 do
if D A g = () then
Gunsat := Gunsat U {g}
end if
end for
D := normg(D)
for all g € G5t do
D:=DA-g
end for
return D

However, there are cases where this algorithm is incorrect with respect to the
equivalence classes. For some cases when a difference constraint split the zone
to be normalised, the perfect normalisation may not be represented using a sin-
gle zone. One instance of such a zone is the “leaving S1” zone in our running
example. If this zone was extended to contain the set of equivalence classes,
from which it contains points, it would be the whole clock space except for the
small triangle defined by y < 1 A x < y. The main difference between the two
proposed algorithms is how this is resolved.

4.3 Algorithm: Normalisation without Zone Splitting

The first normalisation algorithm is based on the observation that due to the
geometry of the equivalence classes, the problem will only occur when the zone
is stretched downwards, i.e. when the lower bound of the zone is lowered down
to the maximum constant. Thus, if the zones are not stretched downwards when
normalising the problem can be avoided. This gives an algorithm that is similar
to core normalisation presented in Algorithm 2, with the only exception that
the step of replacing constraints of the form x > m,z > m,z —y > m and
x —y > m for m > k; is removed from the normg-operation.

The problem with this solution is that the normalised zone graph is no longer
finite, since delay may cause the lower bound of the zone to increase unbound-
edly. However, the normalised zones are well quasi-ordered with respect to zone
inclusion and thus the termination of the reachability algorithm can be guaran-
teed [ACITOO].
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Using this normalisation procedure for our example automaton will give the
zones presented in Figure 5. We note from the figure that now the normalised
zones does not contain time assignments from equivalence classes not in the
corresponding unnormalised zone. Further we see that the zones are not ex-
panded to fill all the equivalence classes where it has points.

4.4 Algorithm: Normalisation with Zone Splitting

The second normalisation procedure is based on the observation that the prob-
lem only occurs when a difference constraint divides the unnormalised zone,
i.e. some of the time assignments in the zone satisfy the difference constraint
and some do not. Thus, if all such zones are split along dividing difference
constraints, e.g. using Algorithm 3, before normalisation this problem can be
avoided.

Algorithm 3 Zone splitting algorithm
Q= {D}le =0
for all ¢ € G4 do
for all D' € Q do
if D' A g and D' A —g then
Q :=Q U{D'Ng,D' A—g}
else
Q/ — Q/ U {D/}
end if
end for
Q=Q,Q =10
end for
return ()

The full normalisation procedure is presented in Algorithm 4. The splitting,
denoted by split in the description, is used as a preprocessing step and then the
basic normalisation algorithm, normy, is applied to all the resulting zones. We
use normg to denote this normalisation operation and we use this operation to
define a normalised symbolic transition relation.

Definition 4 Let A be a timed automaton with the symbolic semantics ~.
The s-normalised version of ~ (~) for A is defined by: whenever (I, D) ~

(I', D" then (I, D) ~4 (I', D') for all D' € normg(D").



Timed Automata with Constraints on Clock Differences 59

Algorithm 4 Splitting normalisation algorithm
Q:=10
for all D’ € split(D) do
Q = QU {norm,(D')}
end for
return ()

To demonstrate the normalisation procedure we apply it to our running exam-
ple. In Figure 6 we see the zones from the s-normalised transition relation. The
two first states are not affected by normalisation so they are the same as in the
unnormalised semantics. The zone for the next state, the “Leaving S state,
have both time assignments satisfying the constraint x < y and time assign-
ment satisfying z > y. Thus we have to split the state before normalisation. The
two resulting states are (S, z > 2 Ay > x)and (So,z > 2A0 <z —y < 2).
When normalising these states we get (S;,z > 0Ay > 1 Ay > z) and (S2,

x >0 Ax > y) respectively. After the next step only one of the states re-
main, the other did not satisfy the guard on the transition. The state is now
(So, 2 >0Ay <1Az>y). Afteridling in Ss the state is (So,z > 0 A x > y).
This state does not satisfy the constraint x < y, and thus location .S is not
reachable.

Before proving the correctness of the s-normalised transition relation, we need
to establish some properties of the norm; operator.

Lemma 1 Assume a timed automaton A, with associated normg operator. For
any zone D the following holds.

(1) For all constraints g mentioned in A, normg(D Ag) ={D'Ag| D' €
normy(D)}

(2) normg(D') = {(D")' | D' € normy(D)}
(3) D' € normg(D) = normg(r(D")) C normg(r(D))

Proof: (sketch) These properties are proved by reasoning about how the A, 1
and r operations modify the zones with respect to the two types of constraints
that effect normalisation, i.e. non-difference constraints with bounds above the
maximum constants and difference constraints.

(1) Adding a guard of the form z; — x; ~ n will cut the zone along one
of the normalisation split lines. If this is done before normalisation the
result will be that normalisation produce a subset of the zones that it
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would originally have produced. If the guard is added after normalisation
a number of entire zones from the normalisation will be removed giving
the same final result.

Adding a guard of the form z; ~ n will cut away a part of the zone that
is not affected by the normalisation since, by definition, n < &

(2) Difference constraints are not effected at all by the 1 operation. Further 1
do not introduce any new non-difference constraints.

(3) (D) operations are projections of a D on a hyperplane defined by . This
projection has the property that points that were added by normalisation
are mapped to other that would be added by renormalisation.

Finally we prove that the s-normalised transition relation is correct.

Theorem 1 Let A be a timed automaton and for each clock x; € C let k; be
the largest number x; is compared to in A.

e (Soundness) whenever (ly, {uy})

~5 ALy, Dy) then (lo,uo) —* (Iy,ur)
for all ug € Dy such that us(z;) < k;

e (Completeness) whenever (ly, uo) —* (ly,uys) then (lo,{ug}) ~7% (ly, Dy)
for some Dy such that uy € Dy

Proof: Both soundness and completeness are proven by induction on the length
of the transition sequences.

(Soundness) As induction hypothesis, assume (b, {uo}) ~% (I, D5) = 3D,
such that (lp,{uo}) ~" (ln,Dy) and D € normg(D,). Further assume
(ln,D3) ~s (ln+1, Dfl+1>. We now need to prove that 3D,, such that D} €
norm,(D,,), (ln, Dp) ~ (lnt1, Dpy1) and Dy € normy(Dy, ). We have
two cases: delay transitions and action transitions.

e (Delay) By the assumption (I, D3) ~, (ln,Di ;) by delay, and the
definition of ~»; we get Dy | € norm,(D3' A I(1,)). Combining this
with Lemma 1 (1+2) gives D, € norm,({D A I(l,) | {(D")T| D' €
normy(D;)}}), and since D;, is already normalised we get D, ; €
(D3TAI(ly)}, ie. DS, = D3t AI(1,,). Now assume that for all D, such
that D;, € normy(D},) and (l,, D) ~ (I, Dyy1) by delay, D}, &
normg(D,,+1). By the definition of ~» we have D, = DIt A I(l,),
which gives normg(D,11) = norms(Dﬁ A I(l,)). Expansion using
Lemma 1 (1+2) yields norm(D,, 1) = {D AI(l,) | D € {(D")"| D’ €
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norm,(D:)}}. By our assumption, Di € norm,(D}) and D}, ¢
normy(D,,+ 1), for all D%, but this lead to a contradiction.

e (Action) By assumption we know that ([, D7) ~ (ln+1,D;°:L +1> by
ln LN lp+41. From the definitions of norm, and ~» we can derive that
for all DY, such that DS € normy(DY,), (ln, D}) ~ (lnt1, Dpy1) by
ln EEUN lny1 Now we need to prove that 3D, such that D; ,; €
normg (D, 1). By the definition of ~», norm,(D,, 1) = normg(r (D% A
g) N I(l,,11)). Expansion by Lemma 1(1) gives normg(Dp4+1) = {D A
I(lyy1) | D € normy(r(Di A g))}. According to Lemma 1(1+3) and
D$ € normg(D}) we have normy(r(Dg A g)) € normg(r(D, A g)).
And since we know, by the definition of ~, that DS, ; € norm;(r(D?, A
g)) we conclude that D; | € normy (D, 1).

(Completeness) As induction hypothesis, assume (b, uo) =" (In, un) = 3D,

[0}

such that (lg, {ug}) ~% (l,, D) and u,, € D,,. Further assume (l,,, up) —
(ln+1,uns1). We need to prove that 3D! such that u, € D!, <ln,D%> ~rg
(Ins1, Dpy1) and wp 41 € Dpy1. There are two cases, a = €(d) or a € X.

e (o« = €(d)) By the assumption ([, uy) Ad), (ln,un + d) we know
(up, +d) € I(ly), i.e. Fuy : uy € DL Auy +d € I(l,). From the
definition of ~ we have (l,,, Dy,) ~¢ (I, Dy11) by delay, if D11 €
norm,(D;}, A I(l,)). Expansion by the definition of 1 yields D41 €
norms({v +d|u € D, Au+d € I(l,)}). By the definition of norm;
we know that for all zones D, D = A pcnorm,(p) D' Thus there is a

zone D1 € norms(D,TL A I(l,)) such that u, 1 € Dyiq

e (a € X)) By the assumption {/,, uy, ) N (ln+1, [r]un) we know [, ELLIUN
lnt1, up € g, [r]up, € I(ly41). From the definition of ~; we have
{1, D) ~5 (lns1, Do) by Iy 225 Ly if Dyyq € normg(r(Dy, A
g) A I(l41)). Expanding this by the definition of the r-operation yields
D1 e norm({[r]u|u € D) ANu € g A[r]u € I(l,+1)}). By the def-
inition of nc?rms we know that for all zones D, D = /\D'enorms(D) D
Thus there is a zone Dy,y; € normg(r(Dy, A g) A I(ln41)) such that
Up+1 € Dpyq.
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Leaving SO

Entering S2 Leaving S2 r Entering S3

Figure 5: Zones for the example automaton, with non splitting normalisation.

T T

Entering S2 Leaving S2 v Entering S3

Figure 6: Zones for the example automaton, with splitting normalisation.
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5 Conclusion

In modelling and verifying timed systems, using timed automata, constraints
over clock differences are useful and needed in many applications e.g. solving
scheduling problems. In this paper, we have reported a problem in the existing
(published) symbolic reachability algorithms for timed automata. The problem
is that the existing normalisation algorithms (implemented by several verifica-
tion tools for timed automata e.g. UPPAAL) for clock constraints based on re-
gion equivalence are incorrect in the sense that they may provide wrong answers
in verifying timed automata containing constraints on clock differences. The
reason is that the normalisation operations may enlarge a zone so that the guard
(a difference constraint) labelled on a transition is made true and thus incor-
rectly enables the transition. Thus the normalisation operation should be based
on a finer equivalence relation than region equivalence. We propose to use the
region equivalence which is further refined by difference constraints. Based on
this, we have developed two normalisation algorithms that allow not only clock
comparison with naturals but also comparison between clocks i.e. constraints
on clock differences. The algorithms transform DBM’s according to not only
the maximal constants of clocks but also difference constraints appearing in
an automaton. To our knowledge, they are the first published normalisation al-
gorithms for timed automata containing difference constraints. The algorithms
have been implemented in UPPAAL showing that almost no extra overhead is
added to deal with difference constraints.
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Exploration for Timed Systems
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Abstract. One of the major problems in scaling up model checking
techniques to the size of industrial systems is memory consumption.
This paper studies the problem in the context of verifiers for timed au-
tomata. We present a number of techniques that reduce the amount of
memory used in symbolic reachability analysis. We address the memory
consumption problem on two fronts. First, we reduce the size of internal
representations for each symbolic state (clock constraints) by means of
compression methods. Second, we reduce the explored state space (list
of symbolic states) by early-inclusion checking between states and by
probabilistic methods. These techniques have been implemented in the
UPPAAL tool. Their strengths and weaknesses are evaluated and com-
pared in experiments using real-life examples. Note that though these
techniques are developed for timed systems, they are of general interests
for verification tool development, in particular to handle large symbolic
states based on constraint representation and manipulation.

1 Introduction

During the last ten years timed automata [AD90, AD94] have evolved as a
common model to describe timed systems. This process has gone hand in hand
with the development of verification tools for timed automata, such as KRO-
NOS [DOTY95, Yov97] and UPPAAL [LPY97, ABB*01]. One of the major
problems in applying these tools to industrial-size systems is the large memory
consumption (e.g. [BGK196]) when exploring the state space of a network of
timed automata. The reason is that the exploration not only suffers from the
large number of states to be explored, but also from the large size of each state.
In this paper we address both these problems.

We will present techniques to reduce memory usage for internal representa-
tions of symbolic states by means of compaction. We use two different meth-
ods for packing states. First, we code the entire state as one large number us-
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ing a multiply-and-add algorithm. This method yields a representation that is
canonical and minimal in terms of memory usage but the performance for in-
clusion checking between states is poor. The second method is mainly intended
to be used for the timing part of the state and it is based on concatenation of
bit strings. Using a special concatenation of the bit string representation of the
constraints in a zone, ideas from [PS80] can be used to implement fast inclusion
checking between packed zones.

Furthermore, we attack the problem with large state spaces in two different
ways. First, to get rid of states that do not need to be explored, as early as pos-
sible, we introduce inclusion checking already in the data structure holding the
states waiting to be explored. We also describe how this can be implemented
without slowing down the verification process. Second, we investigate how su-
pertrace [Hol91] and hash compaction [WL93, SD95] methods can be applied
to timed systems. We also present a variant of the hash compaction method, that
allows termination of branches in the search tree based on probable inclusion
checking between states.

The rest of the paper is organised as follows: In section 2 we introduce timed
automata and describe briefly how to check reachability properties for timed
automata. In section 3 we present methods to represent the key objects used in
checking timed automata, namely the symbolic states. We also give a compar-
ison between them. Section 4 addresses issues on the whole state space of an
automaton. We describe how the wait and past lists are handled efficiently. We
also describe an approximation method of the past list that can be used when
the complete state space of an automaton is too big to be stored in memory. Fi-
nally, section 5 wraps up the paper by summarising the most important results
and suggests some directions for future work.

2 Preliminaries

In this section we briefly review background materials including timed au-
tomata and reachability analysis based on clock constraints. A more extensive
description can be found in e.g. [AD94, Pet99].

Let X be a finite set of labels, ranged over by «, b efc.A timed automaton is a
finite state automaton over alphabet 3 extended with a set of real valued clocks,
to model time dependent behaviour. Let C denote a set of clocks, ranged over
by x,y, z. Let B(C) denote the set of conjunctions of atomic constraints of the
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formz ~norz —y ~nforz,y € C,~€ {<,<,=,>,>}andn € N. We
use g and later D to range over this set.

Definition 5 (Timed Automaton) A timed automaton A is a tuple (N, ly, —, I)
where N is a set of control nodes, ly € N is the initial node, € N x B(C') x
¥ x 2¢ x N is the set of edges and I : N — B(C) assign invariants to
locations. As a convention we will use | 225 1 to denote (I,g,a,7r,1') €.

The clock values are formally represented as functions, called clock assign-
ments, mapping C to the non-negative reals R,.. We let u, v denote such func-
tions, and use u € g to denote that the clock assignment u satisfy the formula
g. For d € R, we let u + d denote the clock assignment that map all clocks
z in C to the value u(z) + d, and for r C C we let [r — 0]u denote the clock
assignment that map all clocks in r to 0 and agree with u for all clocks in C \ 7.

The semantics of a timed automaton is a timed transition-system where the
states are pairs ([, u), with two types of transitions, corresponding to delay tran-
sitions and discrete action transitions respectively:

o (u) s (1wt t)ifue I()and (u+t) € I(l)
o (Luy S (U uyifl 2250 we g,u =[r— Oluand o' € I(I')

It is easy to see that the state space is infinite and thus not a good base for
algorithmic verification. However, efficient algorithms may be obtained using
a symbolic semantics based on symbolic states of the form (I, D) [HNSY92,
YPDY94] where [ is the location vector of an automaton and D € B(C) is a clock
constraint (zone) specifying the clock values. They are symbolic in the sense
that the clock zone represents a set of concrete states of the automaton with the
same control location vector. The symbolic counterpart of the transitions are
given by:

o (I,D)~ (I,D' A I(1))
o (I,D)~ (I',r(D Ag))ifl 2251/

where DT = {u +d|u € DAd € Ry} and r(D) = {[r = OJu |u € D}. 1t
can be shown that the set of constraint systems is closed under these operations.
Moreover the symbolic semantics correspond closely to the standard semantics
in the sense that if (I, D) ~» (I', D'} then, for all +' € D' there is u € D such
that (I, u) — (I',u).

Given a timed automaton with an initial symbolic state (k, D) and a final sym-
bolic state Iz, D), (lf, Dy) is said to be reachable if (ly, Do) ~* (l¢, Dy,)
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and Dy N Dy, # () for some D,,. The reachability problem can be solved using
a standard reachability algorithm as shown in Algorithm 1 for graphs with a
proper normalisation algorithm for clock constraints [Pet99, Rok93] (to guar-
antee termination).

The algorithm uses two important data structures: WAIT and PASSED. WAIT is
a list of states waiting to be explored and PASSED is the set of states already
explored. Due to the size of the state space, these structures may consume a
considerable amount of main memory. The main objective of this paper is to
present techniques to reduce the memory usage of these two structures.

Algorithm 1 Symbolic reachability analysis
PASSED = ), WAIT = {(lo, Do)}
while WAIT # () do
take (I, D) from WAIT
ifl =1y A DN Dy # () then return “YES”
if D ¢ D' forall (I, D') € PASSED then
add (/, D) to PASSED
for all (I', D'} such that ([, D) ~ (I', D) do
add (I', D') to WAIT
end for
end if
end while
return “NO”

The core of the above reachability algorithm is manipulation and representation
of symbolic states. So symbolic states are the core objects of state space search,
and one of the key issues in implementing an efficient model checker is how to
represent them. The desired properties of the representation also differ in parts
of the verifier, and there are potential gains in using different representations in
different places.

The encoding of the location vector and the integer assignment is straight for-
ward. For the location vector we number the locations in each process, to get
a vector of location numbers. Representing the clock zone is a bit trickier but
starting from the constraint system representation of a zone it is possible to
obtain an efficient intermediate representation. We start with the following ob-
servation: Let 0 be a dummy clock with the constant value 0. Then for each
constraint system D € B(C) there is a constraint system D' € B(C U{0}) with
the same solution set as D, and where all constraints are of the formz —y < n
orz —y <mn,forn €Z.
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We also note that to represent any clock zone we need at most (|C U {0}|}
atomic constraints. One of the most compact ways to represent this is to use
a matrix where each element represent a bound on the difference between two
clocks. Each element in the matrix is a pair (n,~) where n is an integer and
~ tells whether the bound is strict or not. Such a matrix is called a Difference
Bounds Matrix, or DBM for short. More detailed information about DBMs can
be found in [Dil89].

3 Representing Symbolic States

Recall that symbolic states are pairs in the form (I, D) where [ is the location
vector of an automaton represented as a vector of integers and D is a clock
constraint (zone), represented as a matrix of integers (DBM). Logically such a
state is a vector of integers representing the control locations and clock bounds.
In the following, we study how to represent the vectors physically in the main
memory for efficient storage and manipulation.

3.1 Normal Representation

The simplest way to physically represent a symbolic state is to use a machine
word for each control location, integer value or clock bound. The implementa-
tion is straight forward, but a practical tip is that if the standard library functions
for memory management are used all the memory needed for one state should,
if possible, be allocated in the same chunk, to minimise the allocation overhead.

The strength of this representation is its simplicity and the speed of accessing an
individual control location, integer value, or clock bound. In this representation
the maximum time needed to reach any individual entity is the time needed
to fetch a word from the memory. This makes the representation ideal to use
when we have to do operations on individual entities, e.g. when calculating the
successors of a state. The weakness is the amount of wasted space. Here a whole
machine word, typically 32-bit wide, is used to store entities where all possible
values may fit in many fewer bits.

However this is a good base representation for states. It is ideal for states that
will be modified in the near future, such as intermediate states or states in WAIT.
It also works reasonably well for states in PASSED, specially for small and
medium sized examples.
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This representation is used for both WAIT and PASSED in the current version
of UPPAAL.

3.2 Packed States

The second representation is on the opposite side of the spectrum compared to
the previous one and it can be used for the discrete part of the states, for the
clock zone and for both together. The encoding builds on a simple multiply and
add scheme, similar to the position system for numbers, and it is very compact.
In the description we will focus on encoding an entire symbolic state, but the
parts can also be encoded separately.

First, consider the state as a vector v, . . . , v, Where each element represents a
control location, the value of a variable, or a clock bound. For each element 4

we can compute the number of possible values, |;|. For the location vector |v;]

is the number of control locations in the corresponding process, for the integer
assignment |v;| is the size of the domain of the corresponding variable and for
the clock zone then |v;| can be computed using the maximum constant k.

Now consider the vector as a number written down in a position system with
a variable base, i.e. each element v; is a digit and the product H;;B |v;| is its
position value. Represent the state as the value of this number, i.e. encode the
state as follows:

3
<.
|
—

Note that the representation of states using multiply-and-add encoding is canon-
ical and minimal in terms of space usage. Note also that in this context (I, D)
is a sequence of numbers. The encoding E((l, D)) is a number. The resulted
numbers are often too large to fit in a machine word and they have to be in
fixed precision; thus we need some kind of arbitrary precision numbers for the
encoding. In our prototype implementation we used the GMP package [Gra00].

The strength of this representation is the effective use of space and the weakness
is that to access an individual integer value or clock bound a number of division
and modulo operations must be performed. This results in small states that are
expensive to handle.
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Example Time Space

real (Sec) | relative | real (MB) | relative
Field Bus (Faulty 1) 541.32 3.70 23.05 0.30
Field Bus (Faulty 2) 956.55 4.34 33.80 0.29
Field Bus (Faulty 3) | 10630.90 8.21 136.52 0.28
Field Bus (Fixed) 2890.30 5.88 60.59 0.29
B&O 52.44 2.81 11.17 0.51
DACAPO (big) 1379.45 4.81 34.01 0.37
DACAPO (small) 31.67 2.23 5.55 0.65
Fischer 5 94.31 5.82 4.18 0.45
Fischer 6 17387.56 12.88 40.12 0.28

Table 1: Performance for packed states with expensive inclusion checking

In order to test the performance of this representation, it is implemented in the
PASSED structure in UPPAAL. The implementation is straight forward, however
expensive division and modulo operations have to be used, in order to compare
the DBMs bound by bound.

The result of the experiment is presented in Table 1 (as absolute figures and
in relation to the current PASSED implementation in UPPAAL). We note that
with this representation the space performance is very good, with reductions
of up to 70% compared to the current PASSED implementation. However the
time performance is poor, for one instance of Fischers protocol we notice a
slowdown of almost 13 times and for one instance of the Field Bus protocol the
slowdown is 8 times. The conclusion is that this representation should only be
used in cases where main memory is a severe restriction.

3.3 Packed Zones with Cheap Inclusion Check

The main drawback of representing states using the number encoding given in
section 3.2 is expensive inclusion checking. In this section we present a com-
pact way of representing zones overcoming this drawback. The heart of this
representation builds on an observation due to [PS80] that one subtraction can
be used to perform multiple comparisons in parallel.

Let m denote the minimum number of bits needed to store all possible values
for one clock bound. The DBM is then encoded as a long bit string, where each
bound is assigned a m 4 1 bit wide slot. The value of the clock bound is put in
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the m least significant bits in the slot and the extra, most significant bit, is used
as a fest bit.

Since a zone D is included in another zone I if and only if each bound in the
DBM representing D is as tight as the same bound in the DBM representation
of D', inclusion checking is to check if all elements in one vector is less than or
equal to the same bound in another vector. Using the new bit-string encoding
of zones this can be checked using only simple operations like bitwise-and (&),
bitwise-or (|), subtraction and test for equality.

Given two packed zones E(D) and E(D'), to check if D C D' first set all the
test bits in E(D) to zero and all the test bits in E(D') to one. In an implemen-
tation the test bits are usually zero in the stored states and setting them to one is
done using a prefabricated mask M. The test is then performed by calculating
E(D') — E(D). The result is read out of the test bits. If a test bit is one the
corresponding bound in D is at least as tight as in IJ and if a test bit is zero the
corresponding bound is tighter in I) than in D. Thus, if all test bits are one we
can conclude that D C D' and if all the test bits are zero D D D'. It is worth
noting that “all test bits are one” is both necessary and sufficient to conclude
D C D' while “all test bits are zero” is only sufficient to conclude D D D.

In an implementation of this scheme the main issue is how to handle the bit
strings. The easiest way is to let a bignum package handle everything. However,
this may give a considerable overhead, specially in connection with memory
allocation, since the bignum packages are often tailored towards other types of
applications. In UPPAAL we share the memory layout of the bignum packages,
but to reduce the overhead we have implemented our own operations on top of
1t.

In the physical representation, i.e. how the bit-string is stored in memory, the
bit-string is chopped up into machine-word sized chunks, or limbs. The limbs
are then packed in big-endian order, i.e. the least significant limb first, in an
array. If the bit string doesn’t fill an even number of machine words the last
limb is padded with zero bits.

Noting that the effect of all operations needed for the inclusion check, except
subtraction, is local within the limb and that subtraction only passes one borrow
bit to the next more significant limb, we can implement the inclusion check in
one pass through the array of limbs instead of one pass for each operation. The
one pass inclusion check is shown in Algorithm 2. In the description we use
E(D)[i] to denote the limb with index ¢ in E(D) and —, to denote a binary
subtraction of machine word size.
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Algorithm 2 Inclusion check for packed zones
b<=0
for : = 1 to #limbs do
emp < (M[i] | E(D')[i)) —u (B(D)[i] +)
if cmp # M 7] then return “false”
if (M[i] | E(D")[i]) < (E(D)[i] + b) then
b<=1
else
b<=0
end if
end for
return “true”

Example Time Space
real (Sec) | relative | real (MB) [ relative

Field Bus (Faulty 1) | 142.47| 0.97 49.69 0.64
Field Bus (Faulty 2) | 212.82 0.97 71.77 0.61
Field Bus (Faulty 3) | 1190.96 0.92 278.54 0.57
Field Bus (Fixed) 488.14 0.99 139.01 0.65

B&O 18.04 0.97 13.31 0.61
DACAPO (big) 278.58 0.97 43.39 0.48
DACAPO (small) 14.54 1.02 6.49 0.77
Fischer 5 12.46 0.77 4.66 0.50
Fischer 6 815.94 0.60 51.12 0.35

Table 2: Performance for packed states with cheap zone coding

To evaluate the performance of this technique, it was implemented in the PASSED
structure in UPPAAL. In the experiment the discrete part of each state is stored
in PASSED using the compact representation from the previous section and the
zone is stored using this technique. The results are presented in Table 2, both as
absolute figures and compared to the standard state representation. We note that
using this method the space usage is typically reduced by about 40%, without
increased verification time. The verification time is actually reduced a little us-
ing this scheme, even though the number of operations is increased. The reason
for this is most certainly that the number of memory operations are reduced by
the smaller memory footprint of the states'.

"Memory operations are expensive compared to arithmetic operations, specially since there
is no temporal locality in verifiers.
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4 Representing the Symbolic State-Space

The two key data structures in a model checker are, as mentioned before, WAIT,
that keeps track of states not yet explored, and PASSED, that keeps track of
states already visited. Both these data structures tend to be large, and how to
represent them is an important issue for performance. In this section we de-
scribe how to implement WAIT and how to improve its performance by adding
inclusion checking. We also describe a standard implementation of PASSED as
well as an implementation where space is saved at the price of possibly incon-
clusive answers.

4.1 Representing WAIT

In its most simple form WAIT is implemented as a linked list. This is easy to
implement and it is easy to control the search order by adding unexplored states
at the end, for breadth first search, or adding states at the beginning, for depth
first search.

An optimisation in terms of both time and space is to check whether a state
already occur in WAIT before adding it. For a verifier based on explicit states
this will only give minor improvements, mainly by keeping down the length
of WAIT, but for a verifier based on symbolic states this may actually prevent
revisiting parts of the state space.

We know, e.g. from [Pet99], that if ([, D) C (I, D') then all states reachable
from (I, D) are also reachable from (I, D’) and thus we only have to explore
(I, D). So before adding a new state (I, D) to WAIT we check all states already
in WAIT. If we find any state including (I, D) we stop searching and throw
away ([, D) since all states reachable from it are also reachable from a state
already scheduled for exploration. If no such state is found we add ([, D) to
WAIT. During the search through WAIT we also delete all states included in
(I, D) in order to prevent revisiting parts of the state space.

There are some implementation issues that need consideration. The main issue
is how to find all states in WAIT with same discrete part. The simplest way to do
this is to do a linear search through WAIT every time a state is added. However,
using this solution it will be expensive to add states, even for examples where
WAIT is short. One solution to this is to implement WAIT using a structure
where searching is cheap, e.g. a hash table. The problem with this solution is
that picking up states from WAIT will be expensive, at least for search strategies



Reducing Memory Usage 79

For inclusion check

ﬁ(ll, D1>m(l2, D2)jj<l47 D@m(h, D4)L

For search order

Figure 1: Structure of WAIT

Example Time (Sec) Space (MB)

noopt [ inclusion | gain(%) | noopt [ inclusion | gain(%)
Field Bus (Faulty 1) 335.53 152.66 54.50 83.00 78.02 6.00
Field Bus (Faulty 2) 610.87 226.31 62.95 | 128.32 117.97 8.07
Field Bus (Faulty 3) | 2142.13 1342.23 37.34 | 510.77 489.94 4.08
Field Bus (Fixed) 1051.19 497.85 52.64 | 230.03 212.33 7.70
B&O 20.24 18.80 7.11 21.91 21.91 0.00
DACAPO (big) 828.53 296.87 64.17 | 104.84 90.91 13.29
DACAPO (small) 97.90 14.54 85.15 15.45 8.48 45.15
Fischer 5 14.75 16.86 | —14.31 9.68 9.38 3.15
Fischer 6 1179.34 1456.64 | —23.51 | 150.93 145.73 3.44

Table 3: Performance impact of inclusion check on WAIT

like breadth first and depth first, where the exploration order depends on the
order in which the states were added WAIT.

In the implemented solution, each state in WAIT is indexed using both a list
and a hash table. The list part is used to keep the depth or breadth first ordering
of states and to make it cheap to pick up states to explore. The hash table part
is used to index the states in WAIT based on their location vector, in order to
speed up inclusion checking. A picture of this structure is shown in Figure 1.

To test the performance of this solution we compared the space and time needed
to explore the state space of nine examples, for one version of UPPAAL with-
out inclusion checking on WAIT and one version with the combined scheme.
The result is shown in Table 3. It is worth noting that the version with inclu-
sion checking is both significantly faster and less memory consuming than the
version without inclusion checking, for all examples except Fischers protocol
which is, as mentioned in the appendix, not typical.
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4.2 Representing PASSED

The key feature needed by a representation of PASSED is that searching should
be cheap. For a symbolic verifier it is also crucial, at least performance wise,
that finding states which includes a given state is possible and cheap. In UP-
PAAL the standard PASSED is implemented as a hash table, where the key is
computed from the discrete part of the state and collisions are handled by chain-
ing. The reason for basing the hash key only on the discrete part is to simplify
checking for inclusion between states by making all related states end up in the
same hash bucket. It is easy to see that hashing only on the discrete part is as
good as we can do if we want this property. The reason for using chaining in-
stead of open addressing to resolve conflicts is, apart from keeping related states
together, mainly simplicity and eliminating the need for expensive rehashing.
Judging by performance the choice could go either way, at least if rehashing is
not taken into account. More about this can be read in [Lar00].

For some models the memory needed for exact verification may exceed the
amount of memory installed in the system where the verification takes place.
This often occurs within the modelling phase before most bugs are removed
from the model. During this phase the verification engine is often used as a tool
to find the cause of unwanted behaviour and not primarily to prove the absence
of such behaviour. Under these premises it is desirable to use a method that can
handle larger systems but sometimes miss unwanted behaviour. Here we will
describe two such methods. The first method is an application of the supertrace
algorithm from [Hol91] on networks of timed automata. The second method is
based on the hash compaction method from [WL93, SD95].

4.3 Supertrace PASSED for Timed Automata

The main idea behind supertrace PASSED is from the following observation:
The purpose of PASSED is only to keep track of whether a state have been
visited or not, i.e. for each state we only need one bit of information. Thus,
PASSED for a system of n states can be implemented as an n-bit wide bit vector.
However, if n is sufficiently large, even such a compact representation will be
too large to fit the memory of the system running the verifier. A way to tackle
this problem is to loosen the demand that the verification should be exact and
allow false hits to be indicated, i.e. a previously unvisited state may, with some
probability, be reported as already visited. Such a false hit will be called an
omission, as it causes a part of the state space to be omitted from the state space
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search. This affects the reachability search such that if a state is reported to be
not reachable we can not conclude that it can not be reached since it might have
been excluded by an omission.

The natural way to implement such a PASSED structure is to allocate a bit-
vector of size k, where k& < n, and hash each state to a value in {1,...,k}.
In the UPPAAL implementation of the supertrace algorithm the hash function is
similar to the first packing technique described in Section 3:

n i—1
H((l,D)) = UO+Z le|v,| mod k
i=1 j=0

Note that a variation of this hash function (applied only to the location vector
and the integer assignment) is used in both the normal PASSED implementation
and the cross-reference table of the WAIT list. It is also possible to enhance
the supertrace algorithm by implementing a way to change the hash function
between runs, in order to lower the probability that a part of the state space
is omitted. A simple way to do this is to implement a generator of universab
hash functions [CW79] and provide the user with a way to choose among the
functions in the class.

The main drawback of the supertrace algorithm, when applied to timed au-
tomata, is that inclusion between time zones can not be detected. The effect of
this is that the number of explored states increases. This leads to longer veri-
fication times and more states to enter in PASSED, with an increased omission
probability as result.

To investigate the performance of this algorithm we have implemented it in
UPPAAL. In the experiment we test the supertrace PASSED structure for three
different sizes: 16MB, 32MB and 64MB and compare it to the standard PASSED
implementation of UPPAAL, to estimate the impact of collisions. The results of
the experiment are presented in Table 4. For each of the examples the table
shows the collision frequency and an estimation on the fraction of the state
space not covered due to collisions.

In the table there are several interesting observations. First, for the Philips ex-
ample the coverage is totally independent of the size of the PASSED structure.
We get exactly the same collision frequency and coverage for all three runs.
This is an indication that the hash function is far from optimal on this example.
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Example 16MB 32MB 64MB
collision | omitted | collision | omitted | collision | omitted
Philips (Correct) 0.45 5.71 0.45 5.71 0.45 5.71
B&O 0.97 21.62 0.91 16.07 0.65 3.49
DACAPO (big) 4.40 13.05 2.75 13.74 1.24 4.39
DACAPO (small) 1.65 5.96 0.79 4.17 0.39 3.13
Fischer 5 0.18 0.64 0.07 0.35 0.04 0.04
Fischer 6 3.67 12.29 1.84 6.30 0.93 3.12

Table 4: Frequency of collisions and the fraction of state space not covered (in
%o) for three instances of the supertrace PASSED structure

Example Supertrace Classic
16MB | 32MB | 64MB

Philips (Correct) 239 258 297 1.91

Philips (Erroneous) | 98.83| 98.18|102.20| 22.22

B&O 15.59| 16.20| 16.30| 16.57

DACAPO (big) 268.32|268.04 | 269.67 | 254.01
DACAPO (small) 15.32| 15.47| 15.90| 12.45
Fischer 5 11.57| 13.01| 12.20| 14.36
Fischer 6 688.28 | 681.67 | 686.75|1217.88

Table 5: Time (in seconds) to explore the entire state space for three different
supertrace PASSED lists for the standard PASSED list

We also note, when studying the big DACAPO example, that even though the
collision frequency is decreased the fraction of the state space not covered in
the search may increase. The reason for this may be that the collisions occur for
different states in the different runs and that the number of children for these
states differ. (If a state with many children is omitted the coverage will be less
than if a state with few children is omitted.)

To see how the supertrace algorithm behave time-wise we made an experi-
ment where the verification time was measured and compared to the standard
PASSED implementation in UPPAAL. The setting of this experiment is a little
different from the previous one. For this example we used inclusion checking
on WAIT, to speed up verification. This is the most likely setting when using
the tool in practice. The result of this experiment is presented in Table 5. As we
see in the table the times for the supertrace is in the same order of magnitude as
the standard PASSED implementation.
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4.4 Hash Compaction for Timed Automata

Hash compaction evolved from the supertrace ideas as a way to lower the proba-
bility of omissions in the verification process. It was first investigated in [WL93]
and then further developed in [SD95].

The key observation for hash compaction is that the supertrace PASSED list
can be seen as representation of a set of hash values, where a set bit (1) in the
table represents that this hash value is in the set; while an unset bit (0) in the
table represent that it is not. Under the assumption that the set is sparse, i.e. the
number of elements in the set is small compared to the number of elements not
in it, a table of the elements might be a more compact representation of the set.
With this solution the number of possible hash values is no longer bounded by
the number of bits in the main memory.

In the work presented in [WL93] a normal hash table is used to store the el-
ements and the key into this table is computed from the elements themselves.
In [SD95] the technique is developed further. As a way to decrease the proba-
bility of false collisions the key into the table is computed from the state itself,
instead of from the hash signature, using a different hash function. Since the
hash signature and its entry in the table are computed using different hash func-
tions two states have to collide in both the hash functions for a false collision to
occur.

There is an alternative way to view this second variation of hash compaction.
Start with the supertrace PASSED list. To lower the probability of classifying
an unvisited state as already visited we increase the number of bits in each
entry of the hash table. (Given a fixed amount of memory this is done at the
expense of the number of entries in the table.) To separate different states that
end up at the same position in table we build a signature, e.g. a checksum,
of the states and store this. To compute the checksum we choose a function
with a low probability that two different states have the same signature, i.e.
P (H({ly,D1)) = H({l2, D2))|{l1, D1) # (l3, D2)) should be as small as pos-
sible. For this we use a hash function. If we take this one step further the combi-
nation of the signature and the index into the hash table can be seen as different
parts of the same hash value. Some bits of this value are used to index into the
hash table and some bits are stored in the table. A sketch of this is shown in
Figure 2.

Given a fixed amount of memory there is a tradeoff where to put the border
between the index part and the signature part. For each bit we take away from
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index signature

Figure 2: The table index and the signature as one hash value.

the index part we may double the number of bits in the signature, but at the
price of less entries in PASSED.

So far we have not mentioned how to handle collisions within the hash table.
Since there are now several possible values for the entries in the hash table, it is
possible to get collisions in the hash table. Since the main priority of this solu-
tion is space, collisions are resolved using open addressing instead of chaining.
This will save one pointer for each state entered into PASSED, and since the
signatures are, more or less, as big as a pointer we may fit twice as many states
in the same amount of memory with open addressing than with chaining. The
price we pay for this choice is that the hash table might get full. Normally
this would only lead to an expensive rehashing but in our case the information
needed to rehash an entry in the hash table is no longer available. This leaves
us with two choices, we can either stop the verification and say that PASSED
is full and advice the user to try with a larger PASSED, or we can just skip
adding the state to PASSED and hope that the search will terminate anyway. In
the prototype implementation we have chosen the first alternative.

To evaluate hash compaction for timed automata, we used two slightly different
PASSED implementations. The difference between them lies in what we store
in the hash table. In the first implementation we store signatures of entire sym-
bolic states. This solution gives a very compact representation of each state in
PASSED, but it has the drawback that inclusion between states in PASSED can
not be detected. This leads to potentially larger state spaces resulting in a higher
pressure on the PASSED structure.

In the second PASSED implementation we try to get around this problem by
separating the discrete part and the clock zone. In this implementation we ap-
ply the hash function only to the discrete part of the state. The clock zone is
compressed using the method from Section 3.3 and stored in the hash table to-
gether with the signature. With this solution we aim at minimising the number
of states stored in PASSED. However, storing the full zone has a big drawback.
The entries in PASSED are much bigger than for the other type. For a fixed
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memory-size this will give less entries in PASSED. A way around this would be
to compress the zones further using a method that, with some probability, might
report false inclusions. However, this has not been investigated in this paper.

As an introductory experiment all the examples are run with 47-bit signatures’
for three different sizes of the hash table (16MB, 32MB and 64MB), and an
estimate of the covered part of the state space is computed. In order to prevent
interference from the inclusion check on WAIT, this feature is turned off. In this
experiment we experienced no omissions, but for some examples the verifica-
tion procedure did not terminate correctly.

The faulty Philips example can not be handled at all by PASSED implementation
based only on signatures; while it can be handled by the combined scheme when
the size of the passed list is at least 32MB. The reason is that large parts of the
state space of this example is revisited since the first PASSED implementation
only can detect equal states and not inclusion between states. In contrast to this
example, the large instance of the DACAPO example terminates for all sizes
using the first PASSED implementation, while it fails to do so for 16MB and
32MB using the second. This is because, for each state, the zone information
is an order of magnitude larger than the size of the hash signature. This, in
combination with the fact that (for this example) the number of explored states
are almost the same in both variations, lead to that 16MB is large enough when
using signatures only while 64MB is needed for the combined scheme.

To study what the impact of the signature length on the fraction of the state
space that is omitted from exploration we perform an experiment with 7-bit
signatures.® The result of this experiment can be seen in Table 6. As we see in
the table there are still problem instances where no omissions occur. We also
note that where omissions occur, in all cases except one, less than one per mille
of the state space is omitted from exploration.

As a final experiment we measure the run time and memory use for state space
exploration with a PASSED structure based on hash compaction with 47-bit sig-
natures and compare it to the run time for state space exploration using the
classic PASSED implementation in UPPAAL. To get as close as possible to a
normal use situation, inclusion checking for WAIT is enabled in this experi-
ment. The measured run times are listed in Table 7. We note from the table that
the combined scheme (signatures of the discrete part + packed zone) is some-

The size of the signature may seem a little odd, but in the implementation one bit is sacrificed
to ensure that no used slot in the hash table can be mistaken for an empty.
3This is the smallest possible signature size in the current implementation.
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what faster, for all examples, than using only signatures. The reason for this
is the smaller number of states that is visited using the combined scheme. We
also note that using hash compaction is somewhat slower than using the clas-
sic PASSED implementation (for all examples except Fischers protocol). This is
partly due to the extra work needed to compute the signatures and partly due to
that the hash compaction implementation within UPPAAL is a prototype.

The measured memory use for the different examples is listed in Table 8. From
this table we note that for the large examples, i.e. Field Bus, the large DACAPO
instance and Fischer 6, there are significant reductions in memory usage. We
also note that for some of the smaller examples the classic PASSED implemen-
tation use less memory than the hash compaction. This suggests that the chosen
size of the hash compaction is too large, and that these examples can be verified
using much smaller PASSED. A further observation is that the measured num-
bers for hash compaction are larger than the requested size for PASSED. The
reason for this is that the listed values are the total memory used in the verifi-
cation, i.e. the numbers also include WAIT, temporary storage and the binary
code. In a real application, this should be taken into account when deciding how
much memory to reserve for PASSED.

5 Conclusions

This paper describes and evaluates three different ways to physically represent
symbolic states in PASSED, in implementing verifiers for timed automata. The
evaluation shows that if space consumption is a main issue rather than time
consumption then the multiply-and-add scheme can be used. For the evaluated
examples this optimisation reduces the memory usage by up to 70% compared
to the current representation used in UPPAAL, at the price of 3—13 times slow-
down due to expensive inclusion checking between states. In all other cases the
state should be represented using a mixed representation where the discrete part
is represented using the multiply-and-add scheme and the zone is represented
by concatenated bit strings separated by test bits. This packing scheme reduces
the memory usage with 35%—65% compared to the current version of UPPAAL.
In most cases this representation also gives a minor speedup (1%—3%) com-
pared to the current UPPAAL implementation.

Further the paper describes how to improve performance by checking for al-
ready visited states not only on PASSED, but also on WAIT. For the evaluated
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Example signature signature+pack
16MB | 32MB | 64MB | 16MB | 32MB | 64MB

Philips (correct) 0.00f 0.00f 0.00| 0.00| 0.00| 0.00
Philips (faulty) 4 1L 4 0.00| 0.00| 0.00
B&O 0.80 1.17| 0.81| 2.25| 0.29| 0.00
DACAPO (big) 094 065| 0.21| L 1 0.19
DACAPO (small)| 0.54| 0.19| 0.10| 0.13| 0.14| 0.02
Fischer 5 0.00f 0.00( 0.05| 0.00| 0.00| 0.00
Fischer 6 0.95| 0.44| 0.19| 0.08| 0.02| 0.03

Table 6: Fraction of state space (in %¢) omitted from exploration for hash com-
paction with 7-bit signatures.

Example signature signature+pack Classic
16MB | 32MB | 64MB | 16MB | 32MB | 64MB
Field Bus (Faulty )] T L L 1 [140.86[144.73] 148.12
Field Bus (Faulty 2)[ L L L 1 [211.41[215.45] 218.17
Field Bus (Faulty 3)| L L L L I 1 [1296.95
Field Bus (Fixed) 1L L L L 1 ]464.89| 488.39
Philips (correct) 330] 346] 3.82] 219 232] 261[ 1.89
Philips (faulty) L L L 23.11| 23.05] 23.40] 22.84
B&O 22.62| 22.78] 22.83| 20.00] 20.11] 20.32] 16.45
DACAPO (big) 304.24[305.09[303.44| L [256.77]256.35| 259.87
DACAPO (small) | 19.11] 19.25] 19.64| 13.70]| 13.86| 14.15| 12.60
Fischer 5 13.05| 13.18] 13.50| 12.80[ 13.05| 13.35] 14.42
Fischer 6 641.39 | 643.09[646.26 | 1252.79]995.90 | 963.30 ] 1210.97

Table 7: Run time (in seconds) for state space exploration using a PASSED list
based on hash compaction with 47-bit signatures.

Example signature signature+pack Classic
16MB | 32MB | 64MB | 16MB | 32MB | 64MB

Field Bus (Faulty 1) | L 1 1 1 140417241 77.92
Field Bus (Faulty 2) | L 1 1 1 |40.61| 72.62|117.88
Field Bus (Faulty 3) | L 1 1 1 1 1 1489.87
Field Bus (Fixed) 1 1 1 1 1 | 75.82)212.21
Philips (correct) 17.91]| 33.91| 65.91| 17.89| 33.89| 65.89| 4.21

Philips (faulty) 4 1 4 18.35| 34.35| 66.35| 18.23
B&O 17.85| 33.85| 65.85| 17.85| 33.85| 65.85| 21.81
DACAPO (big) 2493|4093 | 72.93| L | 40.01|72.01| 92.77
DACAPO (small) 18.44 | 34.44| 66.44 | 18.40 | 34.40| 66.40| 8.38
Fischer 5 18.91| 34.91| 66.91| 18.88| 34.88| 66.88| 9.28
Fischer 6 40.13| 56.13| 88.13 | 38.38 | 54.38 | 86.38 | 145.64

Table 8: Space (in MB) for state space exploration using a PASSED list based
on hash compaction with 47-bit signatures.
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examples this optimisation reduces the verification time by up to 85% and the
memory usage with up to 45%.

Finally we study PASSED representations based on supertrace and hash com-
paction effect the performance of UPPAAL. The gain from this technique is sig-
nificantly reduced memory usage for large examples, but at the price of possibly
omitting parts of the state space from exploration. For the evaluated examples
a supertrace PASSED cause between 22 per mille and 0.04 per mille of the state
space to be omitted from the exploration. The evaluation show also that su-
pertrace PASSED representations only work for examples where the number of
revisited states (that can’t be detected without inclusion checking) is small.

For hash compaction we evaluate two, slightly different, methods. One method
where a hash key, signature and probe sequence is computed using both the dis-
crete part of the states and the time zone, and one method where the hash key,
signature and probe sequence is computed only from the discrete part of the
states while the time zone is compressed and stored together with the signature.
The evaluation shows that in terms of coverage both these methods outperform
the supertrace method. For 47-bit signatures there are no omissions at all (in the
evaluated examples) and for 7-bit signatures the number of omissions are less
than 1/10:th of the number of omissions in the supertrace PASSED representa-
tion.

A future extension of this part of the work is to investigate how the size of
timing region can be reduced while still maintaining the possibility of inclusion
checking between states.
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A Examples and Experiment Environment

The experiments are run on a Sun Ultra Enterprise 450 with four* 400MHz
CPUs and 4GB of main memory. The operating system on the machine was
Solaris 7.

All the ideas have been implemented on top of the current development version
of UPPAAL (3.1.26), and to measure the performance we used five different
applications: Field Bus, B&O, DACAPO, Philips and Fischer. During all the
experiments the memory limit for the run is set to 1GB which is at least twice
the amount of memory needed for UPPAAL 3.1.26 to check any of the examples,
using the standard representation of states. If any run exceeds this limit the run
is marked as unsuccessful (_L).

The Field Bus application is a model of the data link layer of a commercial
field bus protocol. The protocol and the models we use (three erroneous and
one corrected version) are described in [DYO0O].

B&O is a highly time-sensitive protocol devolved by Bang & Olufsen to trans-
mit control messages between audio/video components. The model used in the
experiments is described in [HSLL97].

DACAPO is a model of the start-up algorithm of the so-called DACAPO pro-
tocol. The DACAPO protocol is TDMA (time division multiple access) based
and intended for local area networks inside modern vehicles. For a more thor-
ough description of this application, see [LP97]. In these experiments we use
two different models: a small one with three stations and drifting clocks, and
larger one with four stations and perfect clocks.

The Philips example is a model of the physical layer of a protocol used by
Philips to connect different parts of stereo equipment. This model was one of
the first larger case studies made with UPPAAL. The model is thoroughly de-
scribed in [BGK™96]. This example is only used in the experiments with prob-
abilistic passed lists. Two versions of this protocol are used in the experiments,
the correct model and one faulty model.

The last application is Fischers protocol for mutual exclusion [Lam87]. This
simple protocol for mutual exclusion has, unfortunately, become a standard
benchmark for verification tools for timed systems, since the state space grows
rapidly with the number of processes. The reason that this example is not a good

“The version of UPPAAL used in the experiments is not multi threaded, so we only use one
CPU for each run.
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benchmark example is that it is not very realistic and it behaves differently,
verification-wise, from examples based on real case studies. In the experiments
we have used two different sizes of this problem, one with five processes and
one with six processes.
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Abstract. In this paper, we present a partial-order reduction method for
timed systems based on a local-time semantics for networks of timed au-
tomata. The main idea is to remove the implicit clock synchronisation
between processes in a network by letting local clocks in each process
advance independently of clocks in other processes, and by requiring
that two processes resynchronise their local time scales whenever they
communicate. A symbolic version of this new semantics is developed
in terms of predicate transformers, which enjoys the desired property
that two predicate transformers are independent if they correspond to
disjoint transitions in different processes. Thus we can apply standard
partial order reduction techniques to the problem of checking reachabil-
ity for timed systems, which avoid exploration of unnecessary interleav-
ings of independent transitions. The price is that we must introduce extra
machinery to perform the resynchronisation operations on local clocks.
Finally, we present a variant of DBM representation of symbolic states
in the local time semantics for efficient implementation of our method.

1 Motivation

During the past few years, a number of verification tools have been devel-
oped for timed systems in the framework of timed automata (e.g. KRONOS
and UPPAAL) [HH95, DOTY95, BLLT96]. One of the major problems in ap-
plying these tools to industrial-size systems is the huge memory-usage (e.g.
[BGK96]) needed to explore the state-space of a network (or product) of timed
automata, since the verification tools must keep information not only on the
control structure of the automata but also on the clock values specified by clock
constraints.

Partial-order reduction (e.g., [God96, GW90, HP94, Pel93, Val90, Val93]) is
a well developed technique, whose purpose is to reduce the usage of time and
memory in state-space exploration by avoiding to explore unnecessary inter-
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leavings of independent transitions. It has been successfully applied to finite-
state systems. However, for timed systems there has been less progress. Per-
haps the major obstacle to the application of partial order reduction to timed
systems is the assumption that all clocks advance at the same speed, meaning
that all clocks are implicitly synchronised. If each process contains (at least)
one local clock, this means that advancement of the local clock of a process is
not independent of time advancements in other processes. Therefore, different
interleavings of a set of independent transitions will produce different combi-
nations of clock values, even if there is no explicit synchronisation between the
processes or their clocks.

A simple illustration of this problem is given in Figure 1. In (1) of Figure 1
is a system with two automata, each of which can perform one internal local
transition (a; and ap respectively) from an initial local state to a synchronisa-
tion state (m, s) where the automata may synchronise on label a (we use the
synchronisation model of CCS). It is clear that the two sequences of transitions
(I,r) 25 (m,r) =% (m,s) and (I,7) = (I,s) =% (m,s) are different
interleavings of two independent transitions, both leading to the state (m, s),
from which a synchronisation on a is possible. A partial order reduction tech-
nique will explore only one of these two interleavings, after having analysed

that the initial transitions of the two automata are independent.

a a o a2
! ? z:=0 y:=0
y<5
a a r>5

) (@)
Figure 1: Illustration of Partial Order Reduction

Let us now introduce timing constraints in terms of clocks into the example,
to obtain the system in (2) of Figure 1 where we add clocks z,y and z. The
left automaton can initially move to node m, thereby resetting the clock z,
after waiting an arbitrary time. Thereafter it can move to node n after more
than 5 time units. The right automaton can initially move to node s, thereby
resetting the clock g, after waiting an arbitrary time. Thereafter it can move
to node ¢ within 5 time units, but within 10 time units of initialisation of the
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system. We note that the initial transitions of the two automata are logically
independent of each other. However, if we naively analyse the possible values
of clocks after a certain sequence of actions, we find that the sequence (I, ) —-
(m,r) 2 (m,s) may result in clock values that satisfy z > y (as  is reset
before y) where the synchronisation on a is possible, whereas the sequence
(I,r) 22 (1, s) =5 (m, s) may result in clock values that satisfy = < y (as
is reset after ) where the synchronisation on « is impossible. Now, we see that
it is in general not sufficient to explore only one interleaving of independent
transitions.

In this paper, we present a new method for partial order reductions for timed
systems based on a new local-time semantics for networks of timed automata.
The main idea is to overcome the problem illustrated in the previous example
by removing the implicit clock synchronisation between processes by letting
clocks advance independently of each other. In other words, we desynchronise
local clocks. The benefit is that different interleavings of independent transi-
tions will no longer remember the order in which the transitions were explored.
In this specific example, an interleaving will not “remember” the order in which
the clocks were reset, and the two initial transitions are independent. We can
then import standard partial order techniques, and expect to get the same reduc-
tions as in the untimed case. We again illustrate this on system (2) of Figure 1.
Suppose that in state (/,r) all clocks are initialised to 0. In the standard se-
mantics, the possible clock values when the system is in state (/,r) are those
that satisfy x = y = z. In the “desynchronised” semantics presented in this
paper, any combination of clock values is possible in state (, 7). After both the
sequence (I,7) —% (m,r) =2 (m,s) and (I,7) = (I,s) —% (m,s) the
possible clock values are those that satisfy y < z.

Note that the desynchronisation will give rise to many new global states in
which automata have “executed” for different amounts of time. We hope that
this larger set of states can be represented symbolically more compactly than the
original state-space. For example, in system (2), our desynchronised semantics
gives rise to the constraint y < z at state (m, s), whereas the standard semantics
gives rise to the two constraints z < y < zand y < z Ay < z. However, as
we have removed the synchronisation between local time scales completely, we
also lose timing information required for synchronisation between automata.
Consider again system (2) and look at the clock z of the right automaton. Since
z = 0 initially, the constraint z < 10 requires that the synchronisation on a
should be within 10 time units from system initialisation. Implicitly, this then
becomes a requirement on the left automaton. A naive desynchronisation of lo-
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cal clocks including z will allow the left process to wait for more than 10 time
units, in its local time scale, before synchronising. Therefore, before exploring
the effect of a transition in which two automata synchronise, we must explic-
itly “resynchronise” the local time scales of the participating automata. For this
purpose, we add to each automaton a local reference clock, which measures
how far its local time has advanced in performing local transitions. To each
synchronisation between two automata, we add the condition that their refer-
ence clocks agree. In the above example, we add ¢ as a reference clock to the
left automaton and ¢, as a reference clock to the right automaton. We require
c1 = cg at system initialisation. After any interleaving of the first two indepen-
dent transitions, the clock values may satisfy y < zandz — g < 2 — ¢c2. To
synchronise on a they must also satisfy the constraint ¢ = c» in addition to
z > 9,y < band z < 10. This implies that z < 10 when the synchronisation
occurs. Without the reference clocks, we would not have been able to derive
this condition.

The idea of introducing local time is related to the treatment of local time in the
field of parallel simulation (e.g., [Fuj90]). Here, a simulation step involves some
local computation of a process together with a corresponding update of its local
time. A snapshot of the system state during a simulation will be composed of
many local time scales. In our work, we are concerned with verification rather
than simulation, and we must therefore represent sets of such system states
symbolically. We shall develop a symbolic version for the local-time seman-
tics in terms of predicate transformers, in analogy with the ordinary symbolic
semantics for timed automata, which is used in several tools for reachability
analysis. The symbolic semantics allows a finite partitioning of the state space
of a network and enjoys the desired property that two predicate transformers
are independent if they correspond to disjoint transitions in different compo-
nent automata. Thus we can apply standard partial order reduction techniques
to the problem of checking reachability for timed systems, without disturbance
from implicit synchronisation of clocks.

The paper is organised as follows: In section 2, we give a brief introduction
to the notion of timed automata and its standard semantics i.e. the global time
semantics. Section 3 develops a local time semantics for networks of timed au-
tomata and a finite symbolic version of the new semantics, analogous to the
region graph for timed automata. Section 4 presents a partial order search al-
gorithm for reachability analysis based on the symbolic local time semantics;
together with necessary operations to represent and manipulate distributed sym-
bolic states. Section 5 concludes the paper with a short summary on related
work, our contribution and future work.
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2 Preliminaries

2.1 Networks of Timed Automata

Timed automata was first introduced in [AD90] and has since then established
itself as a standard model for timed systems. For the reader not familiar with
the notion of timed automata we give a short informal description. In this paper,
we will work with networks of timed automata [YPD94, LPY95] as the model
for timed systems.

Let Act be a finite set of labels ranged over by a,b etc. Each label is either
local or synchronising. If a is a synchronising label, then it has a complement,
denoted @, which is also a synchronising label witha = a.

A timed automaton is a standard finite—state automaton over alphabet Act, ex-
tended with a finite collection of real-valued clocks to model timing. We use
x,y etc. to range over clocks, C' and r etc. to range over finite sets of clocks,
and R to stand for the set of non-negative real numbers.

A clock assignment u for a set C of clocks is a function from C'to R. For d € R,
we use u + d to denote the clock assignment which maps each clock z in C to
the value u(z) + d and for r C C, [r — OJu to denote the assignment for C'
which maps each clock in r to the value 0 and agrees with w on C'\r.

We use B(C') ranged over by g (and later by D), to stand for the set of con-
junctions of atomic constraints of the form: z ~norz —y ~ n forz,y € C,
~€ {<,<,>,>} and n being a natural number. Elements of B(C) are called
clock constraints or clock constraint systems over C. We use u |= g to denote
that the clock assignment v € R satisfies the clock constraint g € B(C).

A network of timed automata is the parallel composition 4, | --- | A,, of a col-
lection Ay, ..., A, of timed automata. Each A; is a timed automaton over the
clocks Cj, represented as a tuple (IV;, l? , E;, I;), where Nj is a finite set of (con-
trol) nodes, 1Y € Nj is the initial node, and E; C N; x B(C;) x Act x 2% x N;
is a set of edges. Each edge (l;, g, a,r,l;) € E; means that the automaton can
move from the node /; to the node I} if the clock constraint g (also called the
enabling condition of the edge) is satisfied, thereby performing the label a and
resetting the clocks in r. We write ; 224 I} for (I, g,a,r,1}) € E;. A local
action is an edge [; 28 I} of some automaton A; with a local label a. A syn-
chronising action is a pair of matching edges, written § “2*5 /|1, I s

. L. C g 9T g
where ¢ is a synchronising label, and for some i # j, J; A I} is an edge of
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A; and [; Y I’ is an edge of A;. The I; : N; — B(C;) assigns to each node
an invariant condition which must be satisfied by the system clocks whenever
the system is operating in that node. For simplicity, we require that the invari-
ant conditions of timed automata should be the conjunction of constraints in the
form: z < n where z is a clock and n is a natural number. We require the sets
C; to be pairwise disjoint, so that each automaton only references local clocks.
As a technical convenience, we assume that the sets /V; of nodes are pairwise
disjoint.

Global Time Semantics.

A state of a network A = A;|---|A, is a pair (I, u) where [, called a control
vector, is a vector of control nodes of each automaton, and u is a clock assign-
ment for C = C; U --- U C),. We shall use [[i] to stand for the ith element of
[ and [[l}/1;] for the control vector where the ith element /; of [ is replaced by
II. We define the invariant I (/) of / as the conjunction I; (I[1]) A - -- A I, (I[n]).
The initial state of A is (I, u®) where [° is the control vector such that [[i] = [
for each 4, and u° maps all clocks in C to 0.

A network may change its state by performing the following three types of
transitions.

e Delay Transition: (I, u)—(l,u + d) if I(I)(u + d)

e Local Transition: (I, u)—>(I[l}/1;], u') if there exists a local action [; 2%
I} such that u |= g and v = [r — O]u.

e Synchronising Transition: (I,u)—([f;/1;][l’;/;], u') if there exists a syn-
chronising action f; 24" 121, I I’ such that u |= g, u = gj, and
u' = [r; = 0][r; = 0]u.

We shall say that a state ([, ) is reachable, denoted (P, u’) —* (I, u) if there
exists a sequence of (delay or discrete) transitions leading from (£, u%) to (I, u).

2.2 Symbolic Global-Time Semantics

Clearly, the semantics of a timed automaton yields an infinite transition system,
and is thus not an appropriate basis for verification algorithms. However, effi-
cient algorithms may be obtained using a symbolic semantics based on sym-
bolic states of the form ([, D), where D € B(C), which represent the set of
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states (I, u) such that u = D. Let us write (I, u) |= (I, D) to denote that [ = [
and u = D.

We perform symbolic state space exploration by repeatedly taking the strongest
postcondition with respect to an action, or to time advancement. For a constraint
D and set r of clocks, define the constraints D' and (D) by

e foralld € R we have u+d = D' iffu = D, and
o [r—0lu =r(D)ifful=D

It can be shown that D' and (D) can be expressed as clock constraints when-
ever D is a clock constraint. We now define predicate transformers correspond-
ing to strongest postconditions of the three types of transitions:

e For global delay, sp(9)(l, D) (l,DT A I(l))

g7a’r g7a’r

e For alocal action [; == I}, sp(l; == [})(l, D) el <l[lg/li], r(g A D)>

.. . i »QyT gj,a,T;
e For a synchronising action [; "' I}]l; "=’ 1%

splls "5 1ty 2 1yt D) (uzg/zmz;-/lj], (nUrj)(gmngm)

It turns out to be convenient to use predicate transformers that correspond to
first executing a discrete action, and thereafter executing a delay. For predicate

transformers 71, 72, we use 71; 72 to denote the composition 7 o 71. For a (local
de

or synchronising) action «, we define sp; () 2] sp(a); sp(9).

From now on, we shall use (I°, D) to denote the initial symbolic global time
state for networks, where D° = ({u®})T A I(1°). We write (I, D) = (I, D') if
(I',D") = spi(a)(l, D) for some action c. It can be shown (e.g. [YPD94]) that
the symbolic semantics characterises the concrete semantics given earlier in the
following sense:

Theorem 1 A state (I,u) of a network is reachable if and only if (P, D) (=)*
(I, D) for some D such that u |= D.

The above theorem can be used to construct a symbolic algorithm for reacha-
bility analysis. In order to keep the presentation simple, we will in the rest of
the paper only consider a special form of local reachability, defined as follows.
Given a control node /;, of some automaton Ay, check if there is a reachable
state (I, u) such that [[k] = ;. It is straight-forward to extend our results to
more general reachability problems. The symbolic algorithm for checking local
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PASSED:= {}
WaITING:= {(I°, D°)}
repeat
begin
get (I, D) from WAITING
if [[k] = [) then return “YES”
else if D ¢ D' for all (I, D") € PASSED then
begin
add (I, D) to PASSED
Succ:={spi(a)(l,D) : « € enabled(l)}
for all (', D') in Succ do
put (I, D) to WAITING

end

end
until WAITING={}
return “NO”

Figure 2: An Algorithm for Symbolic Reachability Analysis.

reachability is shown in Figure 2 for a network of timed automata. Here, the set
enabled () denotes the set of all actions whose source node(s) are in the control

vector [ i.e., a local action f; 2% I} is enabled at [ if {[i] = [;, and a synchro-

nising action ; 725" 1|1 904 I’ is enabled at [ if [i] = [; and I[j] = I;.

3 Partial Order Reduction and Local-Time Semantics

The purpose of partial-order techniques is to avoid exploring several interleav-
ings of independent transitions, i.e., transitions whose order of execution is ir-
relevant, e.g., because they are performed by different processes and do not
affect each other. Assume for instance that for some control vector /, the set
enabled (1) consists of the local action ¢; of automaton A; and the local action
«; of automaton Aj. Since executions of local actions do not affect each other,
we might want to explore only the action ¢;, and defer the exploration of «;
until later. The justification for deferring to explore ¢; would be that any sym-
bolic state which is reached by first exploring «; and thereafter «; can also be
reached by exploring these actions in reverse order, i.e., first ¢ and thereafter
Q.
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Let 71 and 79 be two predicate transformers. We say that 77 and 7o are inde-
pendent if (7;72)((I, D)) = (19;11)((l, D)) for any symbolic state (I, D). In
the absence of time, local actions of different processes are independent, in the
sense that sp(«;) and sp(a;) are independent. However, in the presence of time,
we do not have independence. That is, sp;(c;) and sp;(cj) are in general not
independent, as illustrated e.g., by the example in Figure 1.

If timed predicate transformers commute only to a rather limited extent, then
partial order reduction is less likely to be successful for timed systems than for
untimed systems. In this paper, we present a method for symbolic state-space
exploration of timed systems, in which predicate transformers commute to the
same extent as they do in untimed systems. The main obstacle for commutativ-
ity of timed predicate transformers is that timed advancement is modelled by
globally synchronous transitions, which implicitly synchronise all local clocks,
and hence all processes. In our approach, we propose to replace the global time-
advancement steps by local-time advancement. In other words, we remove the
constraint that all clocks advance at the same speed and let clocks of each
automaton advance totally independently of each other. We thus replace one
global time scale by a local-time scale for each automaton. When exploring
local actions, the corresponding predicate transformer affects only the clocks
of that automaton in its local-time scale; the clocks of other automata are un-
affected. In this way, we have removed any relation between local-time scales.
However, in order to explore pairs of synchronising actions we must also be able
to “resynchronise” the local-time scales of the participating automata, and for
this purpose we add a local reference clock to each automaton. The reference
clock of automaton A; represents how far the local-time of A; has advanced,
measured in a global time scale. In a totally unsynchronised state, the reference
clocks of different automata can be quite different. Before a synchronisation
between A; and A;, we must add the condition that the reference clocks of 4;
and A; are equal.

To formalise the above ideas further, we present a local-time semantics for net-
works of timed automata, which allows local clocks to advance independently
and resynchronising them only at synchronisation points.

Consider a network A;|---|A,. We add to the set C; of clocks of each A; a
reference clock, denoted ¢;. Let us denote by u +; d the time assignment which
maps each clock z in C; (including ¢;) to the value u(z) + d and each clock z
in C'\ C; to the value u(z). In the rest of the paper, we shall assume that the
set of clocks of a network include the reference clocks and the initial state is
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(19, u%) where the reference clock values are 0, in both the global and local time
semantics.

Local Time Semantics.

The following rules define that networks may change their state locally and
globally by performing three types of transitions:

e Local Delay Transition: (I, u)—(I,u +; d) if I;(1;) (u +; d)

e Local Discrete Transition: (I, u)—(I[l!/l;],v") if there exists a local ac-
tion I; 224 I/ such that u |= g and o/ = [rr — 0]u

e Synchronising Transition: (I, u)— (I[f;/1;][l;/1;], ") if there exists a syn-

.. . 15T 9 ,@,T'j
chronising action f; 7287 2|7, “2= I’ such that u |= g, u = gj, and

u = [ri— 0][rj — Olu, and u(c;) = u(c;)

Intuitively, the first rule says that a component may advance its local clocks (or
execute) as long as the local invariant holds. The second rule is the standard
interleaving rule for discrete transitions. When two components need to syn-
chronise, it must be checked if they have executed for the same amount of time.
This is specified by the last condition of the third rule which states that the local
reference clocks must agree, i.e. u(c;) = u(c;j).

We call (I,u) a local time state. Obviously, according to the above rules, a
network may reach a large number of local time states where the reference
clocks take different values. To an external observer, the interesting states of a
network will be those where all the reference clocks take the same value.

Definition 1 A local time state (1, u) with reference clocks ¢, - - - ¢y, is synchro-
nised if u(cy) = -+ = u(cy).

Now we claim that the local-time semantics simulates the standard global time
semantics in which local clocks advance concurrently, in the sense that they can
generate precisely the same set of reachable states of a timed system.

Theorem 2 For all networks, (I, uo)(—)* (I, w) iff for all synchronised local
time states (I,u) (lg,uo)(—)*(1,u).

3.1 Symbolic Local-Time Semantics

We can now define a local-time analogue of the symbolic semantics given in
Section 2.2 to develop a symbolic reachability algorithm with partial order
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reduction. We need to represent local time states by constraints. Let us first
assume that the constraints we need for denote symbolic local time states are
different from standard clock constraints, and useﬁ, D' etc to denote such con-
straints. Later, we will show that such constraints can be expressed as a clock
constraint.

We use D'i to denote the clock constraint such that for all d € R we have
u+;d = D' iff w = D. For local-time advance, we define a local-time
predicate transformer, denoted 5p;(d;), which allows only the local clocks C;
including the reference clock ¢ to advance as follows:

o (01, D)™ (z,f)ﬁ /\I(l)>

For each local and synchronising action «, we define a local-time predicate
transformer, denoted 5p;(«), as follows:

de

o If avis a local action I; 2% 1!, then 5p;(cv) e sp(a); Spi(6;)

. .. . TN g;i,a,r;
e If «v is a synchronising action §; 225 1 == %, then

— de — —
Pr(e) Y {ei = ¢} sp(0); i (6:); u(5;)

Note that in the last definition, we treat a clock constraint like ¢ cj as a

“ 1, DA

predicate transformer, defined in the natural way by {G = ¢;}(l, 13)

(ci = ¢5)).

We useA(lo, lA)O) to denote the initial symbolic local time state of networks
whereAD0 = 5pi(61); -+ :5pt(0,) ({u’}). We shall write (I, D) = (I',D')
if (I, D) = spy(«)(l, D) for some action c.

Then we have the following characterisation theorem.

Theorem 3 For all networks, a synchronised state (I, u), (P, u?) —* (L) if
and only if (I° D) (B)*(1, D) for a symbolic local time state (1, D) such that
u = D.

The above theorem shows that the symbolic local time semantics fully char-
acterises the global time semantics in terms of reachable states. Thus we can
perform reachability analysis in terms of the symbolic local time semantics.
However, it requires to find a symbolic local time state that is synchronised in
the sense that it contains synchronised states. The searching for such a syn-
chronised symbolic state may be time and space-consuming. Now, we relax the
condition for a class of networks, namely those containing no local time-stop.
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Definition 2 A network is local time-stop free if for all (1, ), (I, u®)(—)* (I, u)
implies (I, u)(—)*(I',u") for some synchronised state (I',u').

The local time-stop freeness can be easily guaranteed by syntactical restriction
on component automata of networks. For example, we may require that at each
control node of an automaton there should be an edge with a local label and a
guard weaker than the local invariant. This is precisely the way of modelling
time-out handling at each node when the invariant is becoming false and there-
fore it is a natural restriction.

The following theorem allows us to perform reachability analysis in terms of
symbolic local time semantics for local time-stop free networks without search-
ing for synchronised symbolic states.

Theorem 4 Assume a local time-stop free network A and a local control node
Ik of Ag. Then (lO,DO)(/:f)*(l,D)for some (1, D) such that l[k] = lj, if and
only if (1°, D°)(&)*(I', D) for some (I', D') such that I'lk] = .

We now state that the version of the timed predicate transformers based on
local time semantics enjoy the commutativity properties that were missing in
the global time approach.

Theorem 5 Let ay and as be two actions of a network A of timed automata.
If the sets of component automata of A involved in oy and oo are disjoint, then
spi(aq) and 5p(az) are independent.

3.2 Finiteness of the Symbolic Local Time Semantics

We shall use the symbolic local time semantics as the basis to develop a partial
order search algorithm in the following section. To guarantee termination of the
algorithm, we need to establish the finiteness of our local time semantics, i.e.
that the number of equivalent symbolic states is finite. Observe that the number
of symbolic local time states is in general infinite. However, we can show that
there is finite partitioning of the state space. We take the same approach as for
standard timed automata, that is, we construct a finite graph based on a notion
of regions.

We first extend the standard region equivalence to synchronised states. In the
following we shall use C, to denote the set of reference clocks.



Partial Order Reductions for Timed Systems 107

Definition 3 Two synchronised local time states (with the same control vector)
(I,u) and (I,u") are synchronised-equivalent if ([C, — OJu) ~ ([C — 0]u')
where ~ is the standard region equivalence for timed automata.

Note that ([C;, — OJu) ~ ([C, — 0]u') means that only the non-reference
clock values in (I, u) and (I, ') are region-equivalent. We call the equivalence
classes w.r.t. the above equivalence relation synchronised regions. Now we ex-
tend this relation to cope with local time states that are not synchronised. Intu-
itively, we want two non-synchronised states, (I, ) and (7, u') to be classified
as equivalent if they can reach sets of equivalent synchronised states just by
letting the automata that have lower reference clock values advance to catch up
with the automaton with the highest reference clock value.

Definition 4 A local delay transition (I,u) — (I,u') of a network is a catch-up
transition if maz(u(C;)) < maz(u'(Cy)).

Intuitively a catch-up transition corresponds to running one of the automata that
lags behind, and thus making the system more synchronised in time.

Definition 5 Ler (I,u) be a local time state of a network of timed automata.
We use R((l,u)) to denote the set of synchronised regions reachable from (1, u)
only by discrete transitions or catch-up transitions.

We now define an equivalence relation between local time states.

Definition 6 Two local time states (I,u) and (I',u') are catch-up equivalent
denoted (I,u) ~. (I',u') if R((l,u) = R((l',u)). We shall use |(l,u)|~, to
denote the equivalence class of local time states w.r.t. ~.

Intuitively two catch-up equivalent local time states can reach the same set of
synchronised states i.e. states where all the automata of the network have been
synchronised in time.

Note that the number of synchronised regions is finite. This implies that the
number of catch-up classes is also finite. On the other hand, there is no way to
put an upper bound on the reference clocks g, since that would imply that for
every process there is a point in time where it stops evolving which is generally
not the case. This leads to the conclusion that there must be a periodicity in the
region graph, perhaps after some initial steps. Nevertheless, we have a finiteness
theorem.

Theorem 6 For any network of timed automata, the number of catch-up equiv-
alence classes |(1,u)|~. for each vector of control nodes is bounded by a func-
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tion of the number of regions in the standard region graph construction for
timed automata.

As the number of vectors of control nodes for each network of automata is
finite, the above theorem demonstrates the finiteness of our symbolic local time
semantics.

4 Partial Order Reduction in Reachability Analysis

The preceding sections have developed the necessary machinery for presenting
a method for partial-order reduction in a symbolic reachability algorithm. Such
an algorithm can be obtained from the algorithm in Figure 2 by replacing the
initial symbolic global time state (I, D°) by the initial symbolic local time
state (1°, lA)O) (as defined in Theorem 4), and by replacing the statement

Succ:={spi(a)(l, D) : a € enabled(l)}
by Succ:={spi(a)(l, D) : « € ample(l)} where ample(l) C enabled(l) is

a subset of the actions that are enabled at [. Hopefully the set ample(l) can
be made significantly smaller than enabled(l), leading to a reduction in the

explored symbolic state-space.

In the literature on partial order reduction, there are several criteria for choosing
the set ample(l) so that the reachability analysis is still complete. We note that
our setup would work with any criterion which is based on the notion of “inde-
pendent actions” or “independent predicate transformers”. A natural criterion
which seems to fit our framework was first formulated by Overman [Ove81];
we use its formulation by Godefroid [God96].

The idea in this reduction is that for each control vector [ we choose a subset .A
of the automata Ay, ..., A,, and let ample(l) be all enabled actions in which
the automata in A participate. The choice of .4 may depend on the control node
I, that we are searching for. The set A must satisfy the criteria below. Note
that the conditions are formulated only in terms of the control structure of the
automata. Note also that in an implementation, these conditions will be replaced
by conditions that are easier to check (e.g. [God96]).

CO ample(l) = 0 if and only if enabled (1) = (.

C1 If the automaton A; € A from its current node {[7] can possibly synchro-
nise with another process A;, then A; € A, regardless of whether such a
synchronisation is enabled or not.
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C2 From [, the network cannot reach a control vector /' with I'[k] = [}, with-
out performing an action in which some process in .4 participates.

Criteria C0 and C2 are obviously necessary to preserve correctness. Criterion
C1 can be intuitively motivated as follows: If automaton A4; can possibly syn-
chronise with another automaton A;, then we must explore actions by A4; to
allow it to “catch up” to a possible synchronisation with 4;. Otherwise we may
miss to explore the part of the state-space that can be reached after the synchro-
nisation between A; and A;.

A final necessary criterion for correctness is fairness, i.e., that we must not
indefinitely neglect actions of some automaton. Otherwise we may get stuck
exploring a cyclic behaviour of a subset of the automata. This criterion can be
formulated in terms of the global control graph of the network. Intuitively, this
graph has control vectors as nodes, which are connected by symbolic transitions
where the clock constraints are ignored. The criterion of fairness then requires
that

C3 In each cycle of the global control graph, there must be at least one con-
trol vector at which ample(l) = enabled(l).

In the following theorem, we state correctness of our criteria.

Theorem 7 A partial order reduction of the symbolic reachability in Figure 2,
obtained by replacing

1. the initial symbolic global time state (°, DY) with the initial symbolic
local time state (I°, D) (as defined in theorem 4)

2. the statement SUCC:={sp;(a)(I,D) : o € enabled(l)} with the state-
ment SUCC:={3p;(a)(l, D) : a € ample(l)} where the function ample(-)
satisfies the criteria C0 - C3,

3. and finally the inclusion checking i.e. D ¢ D' between constraints with
an inclusion checking that also takes ~, into account' .

is a correct and complete decision procedure for determining whether a local
state l, in Ay, is reachable in a local time-stop free network A.

The proof of the above theorem follows similar lines as other standard proofs
of correctness for partial order algorithms. See e.g., [God96].

IThis last change is only to guarantee the termination but not the soundness of the algorithm.
Note that in this paper, we have only shown that there exists a finite partition of the local time
state space according to ~, but not how the partitioning should be done. This is our future work.
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4.1 Operations on Constraint Systems

Finally, to develop an efficient implementation of the search algorithm pre-
sented above, it is important to design efficient data structures and algorithms
for the representation and manipulation of symbolic distributed states i.e. con-
straints over local clocks including the reference clocks.

In the standard approach to verification of timed systems, one such well-known
data structure is the Difference Bound Matrix (DBM), due to Bellman [Bel57],
which offers a canonical representation for clock constraints. Various efficient
algorithms to manipulate (and analyse) DBM’s have been developed (see e.g
[LLPY97)).

However when we introduce operations of the form sp;(d;), the standard clock
constraints are no longer adequate for describing possible sets of clock assign-
ments, because it is not possible to let only a subset of the clocks grow. This
problem can be circumvented by the following. Instead of considering values
of clocks x as the basic entity in a clock constraint, we work in terms of the
relative offset of a clock from the local reference clock. For a clock 2 € C;,
this offset is represented by the difference zﬁ — ¢;. By analogy, we must intro-
duce the constant offset 0 — ¢;. An offset constraint is then a conjunction of
inequalities of form z; ~ n or (z} — ¢;) — (wé~C —¢j) ~nforzl € G, xf € Cj,
where ~€ {<, >}. Note that an inequality of the form zﬁ ~ n is also an offset,
since it is the same as (7} — ¢;) — (0 — ¢;) ~ n. It is important to notice, that
given an offset constraint (z} — ¢;) — (z% — ¢;) ~ n we can always recover the

J
absolute constraint by setting ¢; = c;.

The nice feature of these constraints is that they can be represented by DBM’s,
by changing the interpretation of a clock from being its value to being its local
offset. Thus given a set of offset constraints D over a C', we construct a DBM
M as follows. We number the clocks in C; by x?, . ,w‘ci|_2, c;. An offset
of the form xi — ¢; we denote by :?ci and a constant offset 0 — ¢ by ¢;. The
index set of the matrix is then the set of offsets ill and ¢; for xé, c; € C; for all
C; € C, while an entry in M is defined by M (%,9) = nif 2 — 4§ <n € D
and M (Z,y) = oo otherwise. We say that a clock assignment  is a solution
ofaDBM M, u = M, iff Vz,y € C :  u(Z) — u(y) < M(&,7), where
u(z) = u(x) — u(c;) with ¢; the reference clock of x.

The operation D' now corresponds to the deletion of all constraints of the form
¢; > Z+n. The intuition behind this is that when we let the clocks in 7 grow, we
are keeping the relative offsets ijf constant, and only the clock ¢ will decrease,
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because this offset is taken from 0. D' can be defined as an operation on the
corresponding DBM M: MTi(&,7) = oo if § = ¢ and Mi(z, ) = M(,9)
otherwise. It then easy to see that u = M iff u +; d = M.

Resetting of a clock wf corresponds to the deletion of all constraints regarding
#¥ and then setting ¥ — ¢ = 0. This can be done by an operation [z} —
0(M)(2,9) =0 if 2 =2% and §=¢ or #=¢ and § = 3F,
oo if #=24% and §#¢ or 2 # ¢ and § = 2F, and M(2,9) otherwise.
Again it is easy to see, that [z} — 0Ju |= [zF — 0](M) iff u = M.

5 Conclusion and Related Work

In this paper, we have presented a partial-order reduction method for timed
systems, based on a local-time semantics for networks of timed automata. We
have developed a symbolic version of this new (local time) semantics in terms
of predicate transformers, in analogy with the ordinary symbolic semantics for
timed automata which is used in current tools for reachability analysis. This
symbolic semantics enjoys the desired property that two predicate transformers
are independent if they correspond to disjoint transitions in different processes.
This allows us to apply standard partial order reduction techniques to the prob-
lem of checking reachability for timed systems, without disturbance from im-
plicit synchronisation of clocks. The advantage of our approach is that we can
avoid exploration of unnecessary interleavings of independent transitions. The
price is that we must introduce extra machinery to perform the resynchroni-
sation operations on local clocks. On the way, we have established a theorem
about finite partitioning of the state space, analogous to the region graph for
ordinary timed automata. For efficient implementation of our method, we have
also presented a variant of DBM representation of symbolic states in the local
time semantics. We should point out that the results of this paper can be easily
extended to deal with shared variables by modifying the predicate transformer
in the form ¢; = c¢;) for clock resynchronisation to the form ¢ < ¢; properly
for the reading and writing operations. Future work naturally include an imple-
mentation of the method, and experiments with case studies to investigate the
practical significance of the approach.

Related Work

Currently we have found in the literature only two other proposals for partial
order reduction for real time systems: The approach by Pagani in [Pag96] for
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timed automata (timed graphs), and the approach of Yoneda et al. in [YSSC93,
YS97] for time Petri nets.

In the approach by Pagani a notion of independence between transitions is de-
fined based on the global-time semantics of timed automata. Intuitively two
transitions are independent iff we can fire them in any order and the resulting
states have the same control vectors and clock assignments. When this idea is
lifted to the symbolic semantics, it means that two transitions can be indepen-
dent only if they can happen in the same global time interval. Thus there is a
clear difference to our approach: Pagani’s notion of independence requires the
comparison of clocks, while ours doesn’t.

Yoneda et al. present a partial order technique for model checking a timed LTL
logic on time Petri nets [BD91]. The symbolic semantics consists of constraints
on the differences on the possible firing times of enabled transitions instead of
clock values. Although the authors do not give an explicit definition of inde-
pendence (like our Theorem 5) their notion of independence is structural like
ours, because the persistent sets, ready sets, are calculated using the structure of
the net. The difference to our approach lies in the calculation of the next state
in the state-space generation algorithm. Yoneda et al. store the relative firing
order of enabled transitions in the clock constraints, so that a state implicitly
remembers the history of the system. This leads to branching in the state space,
a thing which we have avoided. A second source of branching in the state space
is synchronisation. Since a state only contains information on the relative dif-
ferences of firing times of transitions it is not possible to synchronise clocks.

Acknowledgement: We would like to thank Paul Gastin, Florence Pagani and
Stavros Tripakis for their valuable comments and discussions.
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Abstract. In this paper we present a case-study in which the tool UPPAAL
is extended and applied to verify an Audio-Control Protocol developed
by Philips. The size of the protocol studied in this paper is significantly
larger than case studies, including various abstract versions of the same
protocol without bus-collision handling, reported previously in the com-
munity of real-time verification. We have checked that the protocol will
function correctly if the timing error of its components is bound to £5%,
and incorrectly if the error is +6%. In addition, using UPPAAL’s ability
of generating diagnostic traces, we have studied an erroneous version of
the protocol actually implemented by Philips, and constructed a possible
execution sequence explaining the error.

During the case-study, UPPAAL was extended with the notion of commit-
ted locations. It allows for accurate modelling of atomic behaviours, and
more importantly, it is utilised to guide the state-space exploration of the
model checker to avoid exploring unnecessary interleavings of indepen-
dent transitions. Our experimental results demonstrate considerable time
and space-savings of the modified model checking algorithm. In fact, due
to the huge time and memory-requirement, it was impossible to check a
simple reachability property of the protocol before the introduction of
committed locations, and now it takes only seconds.

1 Introduction

In the past decade a number of tools for automatic verification of hybrid and
real-time systems have emerged, e.g. HYTECH [HHWT97], KRONOS [Yov97],
PMC [STO1], RT-Cospan [AK95] and UPPAAL [LPY97a]. These tools have by
now reached a state, where they are mature enough for industrial applications.
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In this paper, we substantiate the claim by reporting on an industry-size case
study where the tool UPPAAL is applied.

We analyse an audio control protocol developed by Philips for the physical
layer of an interface bus connecting the various devices e.g. CD-players, am-
plifier etc. in audio equipments. It uses Manchester encoding to transmit bit
sequences of arbitrary length between the components, whose timing errors
are bound. A simplified version of the protocol is studied by Bosscher et.al.
[BPV94]. It is showed that the protocol is incorrect if the timing error of the
components is j:%7 or greater. The proof is carried out without tool support. The
first automatic analysis of the protocol is reported in [HWT95] where HYTECH
is applied to check an abstract version of the protocol and automatically synthe-
sise the upper bound on the timing error. Similar versions of the protocol have
been analysed by other tools, e.g. UPPAAL [LPY97a] and KRONOS [Yov97].
However, all the proofs are based on a simplification on the protocol, intro-
duced by Bosscher et.al. in 1994, that only one sender is transmitting on the
bus so that no bus collisions can occur. In many applications the bus will have
more than one sender, and the full version of the protocol by Philips therefore
handles bus collisions. The protocol with bus collision handling was manually
verified in [Gri94] without tool support. Since 1994, it has been a challenge for
the verification tool developers to automate the analysis on the full version of
the protocol.

The first automated proof of the protocol with bus collision handling was pre-
sented in 1996 in the conference version of this paper [BGK"96]. It was the
largest case study, reported in the literature on verification of timed systems,
which has been considered as a primary example in the area (see [CW96,
LSWO97]). The size of the protocol studied is significantly larger than various
simplified versions of the same protocol studied previously in the community,
e.g. the discrete part of the state space (the node-space) is 1(? times larger than
in the case without bus collision handling and the number of clocks, variables
and channels in the model is also increased considerably.

The major problem in applying automatic verification tools to industrial-size
systems is the huge time and memory-usage needed to explore the state-space
of a network (or product) of timed automata, since the verification tools must
keep information not only on the control structure of the automata but also on
the clock values specified by clock constraints. It is known as the state—space
explosion problem. We experienced the problem right on the first attempt in
checking a simple reachability property of the protocol using UPPAAL, which
did not terminate in hours though it was installed on a super computer with giga-
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bytes of main memory. We observed that in addition to the size and complexity
of the problem itself, one of the main causes to the explosion was the inaccu-
rate modelling of atomic behaviours and inefficient search of the unnecessary
interleavings of atomic behaviours by the tool. As a simple solution, during
the case-study, UPPAAL was extended with the notion of committed locations.
It allows for accurate modelling of atomic behaviours, and more importantly,
it is utilised in the state-space exploration of the model checker to avoid ex-
ploring unnecessary interleavings of independent transitions. Our experimental
results demonstrate that the modified model-checking algorithm consume less
time and space than the original algorithm. In fact, due to the huge time and
memory-requirement, it was impossible to check certain properties of the pro-
tocol before the introduction of committed locations, and now it takes only
seconds.

The automated analysis was originally carried out using an UPPAAL version
extended with the notion of committed location installed on a super computer,
a SGI ONYX machine [BGK"96]. To make a comparison, in this paper we
present an application of the current version (version 3.2) of UPPAAL, also sup-
porting committed location, installed on an ordinary Pentium II 375 MHz PC
machine, to the protocol. We have checked that the protocol will function cor-
rectly if the timing error of its components is bound to £5%, and incorrectly if
the error is £6%. In addition, using UPPAAL’s ability of generating diagnostic
traces, we have studied an erroneous version of the protocol actually imple-
mented by Philips in their audio products, and constructed a possible execution
sequence explaining a known error.

The paper is organised as follows: In the next two sections we present the
UPPAAL model with committed location and describe its implementation in the
tool. In section 4 and 5 the Philips Audio-Control Protocol with Bus Collision
is informally and formally described. The analysis of the protocol is presented
in section 6 where we also compare the performance of the current UPPAAL
version with the one used in [BGK'96]. Section 7 concludes the paper. Finally,
formal descriptions of the protocol components are enclosed in the appendix.

2 Committed Locations

The basis of the UPPAAL model for real-time systems is networks of timed au-
tomata extended with data variables [AD90, HNSY94, YPD94]. However, to
meet requirements arising from various case-studies, the UPPAAL model has
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Figure 1: Broadcasting Communication and Committed Locations.

been extended with various new features such as urgent transitions [BLL"95]
etc. The present case-study indicates that we need to further extend the UPPAAL
model with committed locations to model atomic behaviours such as multi-
way synchronisations and atomic broadcasting in real-time systems. Our expe-
riences with UPPAAL show that the notion of committed locations introduced
in UPPAAL is not only useful in modelling but also yields significant improve-
ments in performance.

We assume that a real-time system consists of a fixed number of sequential
processes communicating with each other via channels. We further assume that
each communication synchronises two processes as in CCS [Mil89]. Broadcast-
ing communication can be implemented in such systems by repeatedly sending
the same message to all the receivers. To ensure atomicity of such “broadcast”
sequences we mark the intermediate locations of the sender, which are to be
executed immediately, as so-called committed locations.

2.1 An Example

To introduce the notion of committed locations in timed automata, consider the
scenario shown in Figure 1. A sender S is to broadcast a message m to two
receivers Ry and Rs. As this requires synchronisation between three processes
this can not directly be expressed in the UPPAAL model, where synchronisation
is between two processes with complementary actions. As an initial attempt we
may model the broadcast as a sequence of two two-process synchronisations,
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where first S synchronises with R; on m; and then with Ry on my. However,
this is not an accurate model as the intended atomicity of the broadcast is not
preserved (i.e. other processes may interfere during the broadcast sequence).
To ensure atomicity, we mark the intermediate location S, of the sender S as
a committed location (indicated by the C:-prefix). The atomicity of the action
sequence My !ms! is now achieved by insisting that a committed sequence must
be left immediately! This behaviour is similar to what has been called “urgent
transitions” [HHWT95, DY95, BLL195], which insists that the next transition
taken must be an action (and not a delay), but the essential difference is that
no other actions should be performed in between such an atomic sequence. The
precise semantics of committed locations will be formalised in the transition
rules for networks of timed automata with data variables in Section 2.3.

2.2 Syntax

We assume a finite set of clock variables C ranged over by z,y, z and a finite
set of data variables D ranged over by 4, 7. We use B(C) to stand for the set of
clock constraints that are the conjunctive formulas of simple constraints in the
formof x < norz —y < n, where < € {<,<,=,>,>} and n is a natural
number. Similarly, we use B(D) to stand for the set of non-clock constraints
that are conjunctive formulas of i ~ j ori ~ k, where ~ € {<, <, =,#,>,>}
and k is an integer number. We use B(C,D) ranged over by g to denote the set of
formulas that are conjunctions of clock constraints and a non-clock constraints.
The elements of B(C,D) are called constraints or guards.

To manipulate clock and data variables, we use reset-sets which are finite sets
of reset-operations. A reset-operation on a clock variable should be in the form
z :=n where n is a natural number and a reset-operation on an data variable
should be in the form: i:=k * j + K where k, k' are integers. A reset-set is a
proper reset-set when the variables are assigned a value at most once, we use
‘R to denote the set of all proper reset-sets.

We assume that processes synchronise with each other via complementary ac-
tions. Let A be a set of action names with a subset I/ of urgent actions on which
processes should synchronise whenever possible. We use Act = { a? | a €
Aru{al|a e A}U{ 7} todenote the set of actions that processes can
perform to synchronise with each other, where 7 is a distinct symbol represent-
ing internal actions. We use name(a) to denote the action name of a, defined by
name(a?) = name(a!) = .
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An automaton A over actions Act, clock variables C and data variables D is a
tuple (N, ly, —, I, N¢) where N is a finite set of locations (control-locations)
with a subset No C N being the set of committed locations, J is the initial
location, — C N x B(C,D) x Act x R x N corresponds to the set of edges,
and I : N — B(C) is the invariant assignment function. To model urgency, we
require that the guard of an edge with an urgent action is a non-clock constraint,
i.e. if name(a) € U and (I, g,a,r,l') € —> then g € B(D).

In the case, (I, g, a,r,1') € — we shall write [ 225 I’ which represents a transi-
tion from the location [ to the location / with guard g, action a to be performed,
and a sequence of reset-operations r to update the variables. Furthermore, we
shall write C'(I) whenever [ € N¢.

To model networks of processes, we introduce a CCS-like parallel composi-
tion operator for automata. Assume that A, ..., A,, are automata. We use A to
denote their parallel composition. The intuitive meaning of A is similar to the
CCS parallel composition of Ay, ..., A, with all actions being restricted, that
is, A = (A1]...|An)\Act. Thus only synchronisation between the components
A, is possible. We call A a network of automata. We simply view A as a vector
and use A; to denote its ith component.

2.3  Semantics

Informally, a process modelled by an automaton starts at location § with all its
variables initialised to 0. The values of the clocks may increase synchronously
with time at location [ as long as the invariant condition () is satisfied. At any
time, the process can change location by following an edge [ 2oy provided
the current values of the variables satisfy the enabling condition g. With this
transition, the variables are updated by r.

To formalise the semantics we shall use variable assignments. A variable as-
signment is a mapping which maps clock variables C to the non-negative reals
and data variables D to integers. For a variable assignment v and a delay d,
u@d denotes the variable assignment such that (u®d)(z) = u(x) + d for a
clock variable z and (u®d)(7) = (i) for any data variable i. This definition of
@ reflects that all clocks proceed at the same speed and that data variables are
time-insensitive.

For a reset-set r (a proper set of reset-operations), we use 7[u] to denote the
variable assignment ' with u’(w) = Value(e)q, whenever (w:=e¢) € r and
u'(w') = u(w') otherwise, where Value(e)y, denotes the value of e in u. Given
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a constraint g € B(C, D) and a variable assignment u, g(u) is a boolean value
describing whether g is satisfied by w or not.

A control vector | of a network A is a vector of locations where J; is a location
of A;. We write [[I}/l;] to denote the vector where the ith element J; of [ is

replaced by [}. Furthermore, we shall write C'(I) whenever C(l;) for some i.

A state of a network A is a configuration (I, u) where [ is a control vector of A
and u is a variable assignment. The initial state of A is (_l0 ,u") where 1" is the
initial control vector whose elements are the initial locations f of A;’s and u°
is the initial variable assignment that maps all variables to 0.

The semantics of a network of automata A is given in terms of a transition
system with the set of states being the configurations. The transition relation is
defined by the following three rules, which are standard except that each rule
has been augmented with conditions handling control-vectors with committed
locations:

o (I,u)~ (I[15/1;], mi[u]) if 1; 25 1) and g;(u) for some l;, g, 4, and for
all k& if C(lx) then C(I;).

7 7 palr; calr;
o (Lu) ~ (I[U/0, 1 /1), (ry Urg[u)) if & 57 10, 1 7257 1, gi(u),
gj(u), and 7 # j, for some l;,1;, gi, gj, o, 74, 74, and for all k if C'(I},)

then C(l;) or C(I;).

o (,u)~ (,u® d)if I(0)(w), I(1) (u®d), ~C (1) and no [; 225, 1; 4%
such that g;(u), g;(u), « €U, i # j, l;,1;, r; and 7;.

where I(l) = A, I(1;).

Intuitively, the first rule describes a local internal action transition in a compo-
nent, and possibly the resetting of variables. An internal transition can occur if
the current variable assignment satisfies the transition guard and if the control-
location of any component is committed, only components in committed loca-
tions may take local transitions. Thus, only internal transitions of components
in committed location may interrupt other components operating in committed
locations.

The second rule describes synchronisation transitions that synchronise two com-
ponents. If the control-location of any of the components is committed it is
required that at least one of the synchronising components starts in a commit-
ted location. This requirement prevents transitions starting in non-committed
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locations from interfering with atomic (i.e. committed) transition sequences.
However, two independent committed sequences may interfere with each other.

The third rule describes delay transitions, i.e. when all clocks increase syn-
chronously with time. Delay transitions are permitted only while the location in-
variants of all components are satisfied. Delays are not permitted if the control-
location of a component in the network is committed, or if an urgent transition
(i.e. a synchronisation transition with urgent action) is possible. Note that the
guards on urgent transitions are non-clock constraints whose truth-values are
not affected by delays.

Finally, we note that the three rules give a semantics where transition sequences

marked as committed are instantaneous in the sense that they happen without

duration, and without interference from components operating in non-committed
locations.

3 Committed Locations in UPPAAL

In this section we present a modified version of the model-checking algorithm
of UPPAAL for networks of automata with committed locations.

3.1 The Model-Checking Algorithm

The model-checking algorithm performs reachability analysis to check for in-
variance properties YO/, and reachability properties 33, with respect to a
local property S of the control locations and the values of the clock and data
variables!. It combines symbolic techniques with on-the-fly generation of the
state-space in order to avoid explicit construction of the product automaton and
the immediately caused memory problems. The algorithm is based on a parti-
tioning of the (otherwise infinite) state-space into finitely many symbolic states
of the form (I, D), where D is a constraint system (i.e. a conjunction of clock
constraints and non-clock constraints). It checks if a any part of a symbolic

state (Zf, DY) (i.e. astate (If,uf) with uy C Dy) is reachable from the initial
symbolic state (70, DY), where DY expresses that all clock and data variables

are initialised to 0 [YPD94]. Throughout the rest of this paper we shall simply
call (I, D) a state instead of symbolic state.

"From version 3.2 released in 2001, the model-checking algorithm in UPPAAL also supports
liveness properties of the kind V<8 and 305.



Automated Verification of an Audio-Control Protocol 125

The algorithm essentially performs a forwards search of the state-space. The
search is guided and pruned by two buffers: WAITING, holding states waiting
to be explored and PASSED holding states already explored. Initially, PASSED is
empty and WAITING holds the single state (_lo, D). The algorithm then repeats
the following steps:

S1. Pick a state (I, D) from the WAITING buffer.
S2. Ifl = I/ and D A D/ # () return the answer yes.

S3.  a H_:Z —7and D C D', for some (7’, D) in the PASSED buffer, drop
(I, D) and go to step S1.

b. Otherwise, save (I, D) in the PASSED buffer.

S4. Find all successor states (s, D) reachable from (I, D) in one step and
store them in the WAITING buffer.

S5. If the WAITING buffer is not empty then go to step S1, otherwise return
the answer no.

We will not treat the algorithm in detail here, but refer the reader to [YPD94,
BL96].

Note that in step S3.b all explored states are stored in the PASSED buffer to
ensure termination of the algorithm. In many cases, it will store the whole state-
space of the analysed system which grows exponentially both in the number
clocks and components [YPD94]. The algorithm is therefore bound to run into
space problems for large systems. The key question is how to reduce the growth
of the PASSED buffer.

When committed locations are used to model atomic behaviours there are two
potential possibilities to reduce the size of the PASSED buffer. First, as atomic
sequences in general restrict the amount of interleaving that is allowed in a sys-
tem [Hol91], the state-space of the system is reduced, and consequently also the
number of states stored in the PASSED buffer. Secondly, as a sequence of com-
mitted locations semantically is instantaneous and non-interleaved with other
components, it suffices to save only the (non-committed) control-location at the
beginning of the sequence in the PASSED buffer to ensure termination. Hence,
our proposed solution is simply not to save states in the PASSED buffer which
involve committed locations. We modify step S3 of the algorithm in the follow-
ing way:



126 Automated Verification of an Audio-Control Protocol

S Ri Dj
Ril Dji
i==k
a?

Ri2 Dj2

Figure 2: Broadcasting Using Committed Locations.

S3'. a. IfC(l) go directly to step S4.

b. If 1=7and D C D', for some (I, D') in the PASSED buffer, drop
(I, D) and go to step ST.

c. If neither of the above steps are applicable, save (I, D) in the PASSED
buffer.

So, for a given state (I, D), if [ is committed the algorithm proceeds directly
from step S3'.a to step S4, thereby omitting the time-consuming step S3.b
and the space-consuming step S3'.c. Clearly, this will reduce the growth of the
PASSED buffer and the total amount of time spent on step S3. In the following
step S4 more reductions are made as interleavings are not allowed when [ is
committed. In fact, the next transition must be an action transition and it must
involve a [; which is committed in / (according to the transition rules in the
previous section). This reduces the time spent on generating successor states
of (I, D) in S4 as well as the total number of states in the system. Finally, we
note that reducing the PASSED buffer size also yields potential time-savings in
step S3'.b when [ is not committed as it involves a search through the PASSED
buffer.

It should be noticed that the algorithm presented in this section is not guaranteed
to terminate if the notion of committed locations is used in an unintended way.
For the modified algorithm to terminate, it is assumed in the that committed
locations are used to model atomic behaviours. In particular this means that
any sequence of committed control-locations must be of finite length.

In the current implementation of UPPAAL, the algorithm uses a technique presented in
[LLPY97] to identify and store at least one so-called covering state in each dynamic loop to
guarantee termination for all input models.
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Figure 3: Time and Space Consumption.

3.2 Space and Time Performance Improvements

To investigate the practical benefits from the usage of committed locations and
its implementation in UPPAAL we perform an experiment with a parameteris-
able scenario, where a sender S wants to broadcast a message to n receivers
Ri,...,Rp. The sender S simply performs n al-transitions and then termi-
nates, whereas the receivers are all willing to perform a single a?-transition
hereby synchronising with the sender. The data variable Kk ensures that the ith
receiver participates in the ¢th handshake. Additionally, there are m auxiliary
automata Dy, ..., D,, simply oscillating between two states. Consider Figure 2,
where the control node Sy is committed (indicated by the C:-prefix).

We may now use UPPAAL to verify that the sender succeeds in broadcasting the
message, i.e. it forces all the receivers to terminate. More precisely we verify
that SYS,,,,, = (S, |Ri | ... | Ry | D1 | ... | Dyy) satisfies the formula
3¢ (at(S,S3) AL, at(R;,Ri2)), where we assume that the proposition at(A,!)
is implicitly assigned to each location [ of the automaton A, meaning that the
component A is operating in location /. We perform two verifications, one with
S, declared as committed, and one with Sy being non-committed but with a
location invariant x < 0, where X is a clock which is reset on the transition
from S1 to S2, preventing the automaton from delaying in location S,. The
result is shown in Figure 3. In both test sequences the number of disturbing
automata was fixed to eight. Time is measured in seconds and space is measured
in pages (4KB). The general observation is that use of committed locations in
broadcasting saves time as well as space. The most important observation is
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that in the committed scenario the space consumption behaves as a constant
function in the number of receivers.

4 The Audio Control Protocol with Bus Collision

In this section an informal introduction to the audio protocol with bus collision
is given. The audio control protocol is a bus protocol, all messages are received
by all components on the bus. If a component receives a message not addressed
to it, the message is just ignored. Philips allows up to 10 components.

Messages are transmitted using Manchester encoding. Time is divided into bit-
slots of equal length, a bit “1” is transmitted by an up-going edge halfway a
bit-slot, a bit “0” by a down-going edge halfway a bit-slot. If the same bit is
transmitted twice in a row the voltage must of course change at the end of the
first bit-slot. Note that only a single wire is used to connect the components, no
extra clock wire is needed. This is one of the properties that makes it a useful
protocol.

The protocol has to cope with some problems: (a) The sender and the receiver
must agree on the beginning of the first bit-slot, (b) the length of the message is
not known in advance by the receiver, (c) the down-going edges are not detected
by the receiver. To resolve these problems the following is required: Messages
must start with a bit “1” and messages must end with a down-going edge. This
ensures that the voltage on the wire is low between messages. Furthermore the
senders must respect a so-called “radio silence” between the end of a message
and the beginning of the next one. The radio silence marks the end of a mes-
sage and the receiver knows that the next up-going edge is the first edge of a
new message. It is almost possible, and actually mandated in the Philips doc-
umentation, to decode a Manchester encoded message by only looking to the
up-going edges (problem c) only the last zero bit of a message can not be de-
tected (consider messages “10” and “1”). To resolve this, it is required that all
messages are of odd length.

It is possible that two or more components start transmitting at the same time.
The behaviour of the electric circuit is such that the voltage on the wire will
be high as long as one of the senders pulls it high. In other words: The wire
implements the or-function. This makes it possible for a sender to notice that
someone else is also transmitting. If the wire is high while it is transmitting
a low, a sender can detect a bus collision. This collision detection happens at
certain points in time: Just before each up-going transition, and at one and three
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Figure 4: An Example.

quarters of a bit-slot after a down going edge (if it is still transmitting a low).
When a sender detects a collision it will stop transmitting and will try to re-
transmit its message later.

If two messages are transmitted at the same time and one is a prefix of the other,
the receiver will not notice the prefix message. To ensure collision detection it
is not allowed that a message is a prefix of another message in transit. In the
Philips environment this restriction is met by embedding the source address in
each message (and assigning each component a unique source address).

In Figure 4 an example is depicted. Assume two senders, named A and B,
that start transmitting at exactly the same time. Because two lines on top of
each other are hard to distinguish from one line, in the picture they are shifted
slightly. The sender A (depicted with thick lines) starts transmitting “11...” and
sender B (depicted with thin lines) “101...”. At the end of the first bit-slot
sender A changes from high to low voltage, to prepare for the next up-going
edge. But one quarter after this down it detects a collision and stops transmit-
ting. Sender B did not notice the other sender and continues transmitting. Note
that the receiver will decode the message of the sender B correctly.

The protocol has to cope with one more thing: timing uncertainty. Because
the protocol is implemented on a processor that also has to execute a number
of other time critical tasks, a quite large timing uncertainty is allowed. A bit-
slot is 888 microseconds, so the ideal time between two edges is 888 or 444
microseconds. On the generation of edges a timing uncertainty of £5% is al-
lowed. That is, between 844 and 932 for one bit-slot and between 422 and 466
for half a bit-slot. The collision detection just before an up-going edge and the
actual generation of the same up-going edge should be separated by at most 20
microseconds (according to the protocol specification). The timing uncertainty
on the collision detection appearing at the first and third quarters after a down-
going edge is +22 microseconds. Also the receiver has a timing uncertainty of
£5%. To complete the timing information, the distance between the end of one
message and the beginning of the next must be at least 8000 microseconds (8
milliseconds).
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Figure 5: Philips Audio-Control Protocol with Bus Collision.

5 A Formal Model of the Protocol

To analyse the behaviour of the protocol we model the system as a network
of seven timed automata. The network consists of two parts: a core part and a
testing environment. The core part models the components of the protocol to be
implemented: two senders, a wire and a receiver. The testing environment, con-
sisting of two message generators (one for each sender) and an output checker,
is used to model assumptions about the environment of the protocol and for
testing the behaviour of the core part. Figure 5 shows a flow-graph of the net-
work where nodes represent timed automata and edges represent synchronisa-
tion channels or shared variables, the latter enclosed within parentheses.

The general idea of the model is as follows. The two automata MessageA and
MessageB are designed to non-deterministically generate possible valid mes-
sages for the both senders (as described in section 4), in addition MessageA in-
forms the Check-automaton on the bits it generated for SenderA. The senders
transmit the messages via the wire to the receiver. We have chosen to model
the wire as an automaton to separate its behaviour from the two senders and the
receiver. The receiver communicates the bits it decoded to the checker. Thus
the Check automaton is able to compare the bits generated by MessageA and
the bits received by Receiver. If this matches the protocol is correct.

The senders A and B are, modulo renaming (all A’s in identifiers to B’s), exactly
the same. Because of the symmetry, it is enough to check that the messages
transmitted by sender A are received correctly. If a scenario exits in which a
message of sender B is received incorrectly, the same scenario (modulo re-
naming) exists for sender A. We will proceed with a short description of each
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automaton. The definition of these uses a number of constants that are declared
in Table 1 in Appendix 8.

The Senders

SenderA is depicted in Figure 10. It takes input actions Ahead0?, Ahead1?
and Aempty?. The output actions UP! and DOWN! will be the Manchester
encoding of the message. The clock AX is used to measure the time between
UP! and DOWN! actions. The idea behind the model (taken from [DY95]) is
that the sender changes location each half of a bit-slot. The locations HS (wire
is High in Second half of the bit-slot) and HF (High in First half of the bit-slot)
refer to this idea. Extra locations are needed because of the collision detection.

The clock Ad is used to measure the time elapsed between the detection just
before UP! action and the corresponding UP! action. The system is in the loca-
tions ar_Qfirst and ar_Qlast when the next thing to do is the collision test at
one or three quarters of a bit-slot. When Volt is greater than zero, at that mo-
ment, the sender detects a collision, stops transmitting and returns to the idle
location. The clock W is used to ensure the radio silence between messages.
This variable is checked on the transition from idle to ar_first_up.

The Wire

This small automaton keeps track of the voltage on the wire and generates VUP!
actions when appropriate, that is when a UP? action is received when the volt-
age is low. The automaton is shown in Figure 9.

The Receiver

Receiver, shown in Figure 8, decodes the bit sequence using the up-going
(modelled as VUP?) changes of the wire. Decoded bits are signalled to the
environment using output actions AddO!, Add1! and OUT! (where OUT! is
used for signalling the end of a decoded message). The decoding algorithm of
the receiver is a direct translation of the algorithm in the Philips documenta-
tion of the protocol. In the automaton each VUP? transition is followed by a
transition modelling the decoding. This decoding happens at once, therefore
the intermediate locations are modelled as committed locations. The automaton
has two important locations, L1 and LO. When the last received bit is a bit “1”
the receiver is in location L1, after receiving a bit “0” it will be in location LO.
The error location is entered when a VUP? is received much too early. In the
complete model the error location is not reachable, see Section 6. The receiver
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keeps track of the parity of the received message using the integer variable odd.
When the last received bit is a bit “1” and the message is even, a bit “0” is added
to make the complete message of odd length.

The Message Generators

The message generators MessageA and MessageB, shown in Figure 11, gen-
erate valid messages (i.e. any message for which the protocol should behave
correctly according to the specification) for sender A and B. In addition, the
messages generated for sender A are communicated to the checker. The start of
a message is signalled to the checker by AINCc!, bits by expect0! and expect1!.
When a collision is detected by sender A this is communicated to MessageA
via Acoll?. The message generator will communicate this on his turn to the
check automaton via CAcoll!.

Generating messages of odd length is quite simple. The only problem is that it
is not allowed that a message for one sender is a prefix of the message for the
other sender. To be more precise: If only one sender is transmitting there is no
prefix restriction. Only when the two senders start transmitting at the same time,
it is not allowed that one sender transmits a prefix of the message transmitted
by the other. As mentioned before the reason for this restriction is that the prefix
message is not received by the receiver and it is possible that the senders do not
notice the collision. In other words: the prefix message can be lost. To ensure
that the two generated bit-streams differ on at least on position, the generator
always compare the last generated bit-values stored in the variables Ib and Blb
on the edge from locations sending0 or sending1 to location sending. If the
bits differ, the variable OK is set to 1, which is a requirement for the message
generation to end normally (on the transition from sending to idle in the two
automata).

The Checker

This automaton is shown in Figure 7. It keeps track of the bits “in transit”,
i.e. the bits that are generated by the message generators but not yet decoded
by the receiver. These bits are encoded using the two variables |, which stores
the length of the bit-stream, and r that stores the actual bit-stream in transit.
Whenever a bit is decoded or the end of the message is detected not conform
the generated message the checker enters location error. Furthermore, when
sender A detects a collision the checker returns to its initial location.
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6 Verification in UPPAAL

In this section we present the results of analysing the Philips audio-control pro-
tocol formally described in the previous section. We will use A.[ to denote the
(implicit) proposition at(A, ) introduced in Section 3.2. Also, note that invari-
ance properties in UPPAAL are on the form Y3, where [ is a local property.

Correctness Criteria

The main correctness criterion of the protocol is to ensure that the bit sequence
received by the Receiver matches the bit sequence sent by SenderA. More-
over, the entire bit sequence should be received by Receiver (and communi-
cated to Check). From the description of the Check-automaton (see the previ-
ous section) it follows that this behaviour is ensured if Check is always operat-
ing in location start or normal:

VO (Check.start v Check.normal) (D

When the Receiver-automaton observes changes of the wire too early it changes
control to location error. If the rest of the components behave normally this
should not happen. Therefore, the Receiver-automaton is required to never
reach the location error:

vVoO(—Receiver.error) ()

Incorrectness

Unfortunately the protocol described in this paper is not the protocol that Philips
has implemented. The original sender checked less often for a bus collision. The
“just before the up going edge” collision detection was only performed before
the first up. In the UPPAAL model this corresponds to deleting outgoing transi-
tions of ar_Qlast_ok and using the outgoing transitions of ar_up_ok instead.
This incorrect version is shown in Figure 12. In general the problem is that if
both senders are transmitting and one is slow and the other fast, the distance
can cumulate to a high value that can confuse the receiver. UPPAAL generated a
counter-example trace to Property 1. The trace is depicted in Figure 6. The sce-
nario is as follows: Sender A (depicted with thick lines) tries to transmit “111...”
and sender B (depicted with thin lines) “1100...”. The sender A is fast and the
other slow. This causes the distance between the second UP’s to be very big (77
microseconds). In the third bit-slot the sender A detects the collision. The result
of all this is that the time elapsed between the VUP actions is 6.65Q instead of
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Figure 6: Error execution of the incorrect protocol.

the ideal 6Q. Because of the timing uncertainty in the receiver this can be inter-
preted as 7Q (7 x 0.95 = 6.65), and 7Q is just enough to decode “01” instead
of the transmitted “0”. Thus, it is possible that the sent and received message
differ with this version of the protocol.

In the correct version this scenario is impossible, because if collision detection
happens before every UP action, the distance between the UP’s in the second
bit-slot can not be that high (at most 20 microseconds).

It is not likely that these kind of errors happen in the actual implementation.
First, it is not likely that two senders do start at sufficiently close time-points.
Secondly, the timing uncertainty is at most 2% instead of 5%, and the “average”
timing uncertainty is even less. For more details, see [Gri94].

Although this problem was known by Philips it is interesting to see how pow-
erful the diagnostic traces can be. It enables us not only to find mistakes in the
model of a protocol, but also to find design mistakes in real-life protocols.

Verification Results

UPPAAL successfully verifies the correctness properties 1 and 2 for an error
tolerance of 5% on the timing. Recall that SenderA and SenderB are, modulo
renaming, exactly the same, implying that the verified properties for SenderA
also applies to the symmetric case for SenderB. The verification of Property 1
and 2 was performed in 0.5 sec using 2.5 MB of memory.

The analysis of the incorrect version of the protocol with less collision detection
(discussed above) uses UPPAAL’s ability to generate diagnostic traces whenever
an invariant property is not satisfied by the system. The trace, consisting of 46
transitions, was generated in 0.4 sec using 2.5 MB of memory. Also, verification
of Property 1 for the protocol with full collision detection and an error tolerance
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of 6% on all the timing produces an error trace as well. The scenario is similar
to the one found by Bosscher et.al. in [BPV94] for the one sender protocol.

The properties were verified using UPPAAL version 3.2 [LPY97a, BLL'9S,
ABB™01] that implements the verification algorithm handling committed lo-
cations described in Section 3. It was installed on a Pentium II 375 MHz PC
running Debian Linux 2.2. In the conference version of this paper [BGK"96]
we reported that the same protocol was verified using UPPAAL version 0.96
installed on a SGI ONYX machine. The verification of the two correctness
properties then consumed 7.5 hrs using 527.4 MB and 1.32 hrs using 227.9
MB, whereas a diagnostic trace for the incorrect version was generated in 13.0
min using 290.4 MB of memory. Hence, both the time- and space-consumption
of the verifier for this particular model have been reduced with over 99%. These
improvements of the UPPAAL verifier are due to a number of developments in
the last years that will not be discussed further here. It should also be noticed
that the older version uses backwards analysis whereas the newer performs for-
wards analysis. For more information he developments of UPPAAL we refer the
reader to [LPY97b, BLLT98, ABB101].

7 Conclusions

In this paper we have presented a case-study where the verification tool UPPAAL
is used to verify an industrial audio-control protocol with bus-collision handling
by Philips. The protocol has received a lot of attention in the formal methods
research community (see e.g. [BPV94, HWT95, CW96]) and simplified ver-
sions of the protocol without the handling of bus collisions have previously been
analysed by several research teams, with and without support from automatic
tools.

As verification results we have shown that the protocol behaves correctly if the
error on all timing is bound to £5%, and incorrectly if the error is £6%. Fur-
thermore, using UPPAAL’s ability to generate diagnostic traces we have been
able to study error scenarios in an incorrect version of the protocol actually
implemented by Philips.

In this paper we have also introduced the notion of so-called committed loca-
tions which allows for more accurate modelling of atomic behaviours. More
importantly, it is also utilised to guide the state-space exploration of the model

3The two UPPAAL versions 0.96 and 2.17 are dated Nov 1995 and March 1998 respectively.
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checker to avoid exploring unnecessary interleavings of independent transi-
tions. Our experimental results demonstrate considerable time and space-savings
of the modified model checking algorithm. In fact, due to the huge time and
memory-requirement, it was impossible to check certain properties of the pro-
tocol before the introduction of committed locations, and now it takes only
seconds.
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8 Appendix

One quarter of a bit-slot: 222 micro sec
Detection ’just before’ the UP:

20 micro sec

’Around’ 25% and 75% of the bit-slot:
22 micro sec

The radio silence: 8 milli sec

The timing uncertainty: 5%

80000
200
2000
2440
6440
6880
4440
4018
4218
4662
6327
6993
10545
11655
14763
16317
18981
20979

The constants used in the formulas
q 2220

d 200

g 220

\ 80000

t 0.05

The constants in the automata
W A

D d

Almin q-g

Almax | g+g

A2min 3*q-g
A2max | 3*q+g

Q2 2%q
Q2minD | 2*qg*(1-t)-d
Q2min 2*q*(1-t)
Q2max 2*q*(1+t)
Q3min 3*q*(1-t)
Q3max 3*q*(1+t)
Q5min 5*q*(1-t)
Q5max S5*q*(1+t)
Q7min T*q*(1-t)
Q7max | 7*q*(1+t)
Q9min 9*q*(1-t)
Q9max 9*q*(1+t)

Table 1: Declaration of Constants.
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check
Addl?
as==
AddO0?
as==
ouT?
as==
CAcoll?
& Add0?, as==1
start (O, !
Addl?, as==
OUT?, as==
Addl?, 1== 3 { )
error
Add1?, 1==1, r==0
expegtl?
riz2ioel Addl?, 1==2, r<=l
\- Add0?, 1==0

Add0? 4 L

1==1 ,r==

1:=0

': normal

d Add0?, 1==2, r>=2
Add0?, 1==1, r==

Add0?

1:=1

Figure 7: The Check Automaton.

receiver
Vvup?
odd:=0 e
idle
w>=Q3min
Add1l! w<=Q5max
odd:=-odd+1 VUP?

w>=Q9min, w<=Q9max
odd==0, Addo!

L1
(w<=Q9max)
Add1!

w>=09min, w<=Q9max
6dd==1 '

AddO!
VUP?
w<=Q3max

w>=05min
w<=Q7max
VUP?

Addo!
odd:=-odd+1

w>=0Q7min, w<=Q7max
AddO!

L0
(W<=Q7max)

Figure 8: The Receiver Automaton.
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wire
upP? o=
Volt==0 volt:=
up?
DOWN? volt>= 1
Volt:=Volt-1 Volt:=Volt+1l

senderA
Aempty? HS
ciready §§Z§8§$;Q (Ax<=Q2max)

HF
(Ax<=Q2max)|

O M)

Ax>=Q2min

Ax>=02min
Ax<=02max

Ax<=0Q2max
Ad<=D

O

ar_Qfirst_ok
(MQ:QZFnax)

Ad>=Almin, Ad<=Almax
Volt>=1, Acoll!

Aempty?

Ad<=D
DOWN! Anext= Anext==
UP! Up!
Ax:=0 Ax:=0
3 Ax>=Q2min
?/!’\_({erbslp_Ok Ax<=02max ar_up_ok
= AAhe:dl? (Ax<=Q2max, Ad<=D)
next:=
Ax>=0Q2minD
Ax<=02max
Ad<=D Ax>=02minD Volt==
Volt== Ax<=02max Ad:=0 Ax>=02min
Volt>=1 Ax<=Q2max
Acoll! DOWN!
Ax:=0
B ar_Qlast_ok
) (Kxg:QZmax)
Ad<=D
Volt>=1
Acoll!
C " Ad>=A2min
ar_first_up Ad<=A2max
(Ad<=D) Volt==
Ax==0 Ahead0?
DOWN ! a&’cP]EXZ Anext:=0
Ad:=02 (Ad<=A2max) a4:=03
O g f) cLS
do_down
(AX<=0) Ax>=02min Aheadl?
Ad>=A2min, Ad<=A2max N
Volt>=1, Acoll! ar_Qfirst

Figure 10: The SenderA Automaton.
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CAcoll!

messageA
c:sending0
©
Osmrl
lb:=-
od==Bod, 1b!=Blb,
expect0!,ok:=1
Aheadl!
as:= AINc!
N od:=1 ~ ok:=0
( idle —ca sending

Aempty!,ok==1
od==1,aé.—

Bod==0d, expectl!
1b==Blb

od==Bod, 1b!=BIb»
expectl!,ok:=1

s1lb:=-1

od !=Bod, expectl?!

od+1
,Aheadl! c:sendingl

messageB

start
Blb:=-

headl! Bod==od, 1b==Blb

B 1
bs:=1,Bod:=1,0k:=0

Bod:=-Bod+1
Bhead0!,Blb:=0

c:sending0
Bod!=od

Bod==od, 1b!=Blb,
ok:=1

Bempty! , o0
Bod==1,bs:

Bod==od, lb==Blb
Bod==od, 1b!=Blb
ok:=1

Bod!=od

Bod:=-Bod+1 cisendingl
Bheadl!,Blb:=1

Figure 11: The Message Automata.
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O

senderA
et <=2
g X> = min X<= max
ciready Ax<=0Q2max ( Q )
O
DOWN'! Ax>=Q2min,
Ax<=0Q2max
Anext==
U
. Ax:=0
ar_fisrt_up_ok
(Ad<=D)
Ax>=Q%min
Ad <= D Ax<=02max
== Aheadl?
Volt Anext:=1
Ax:=
Ad <= D
Volt>=1
C Acoll!
ar_first_up
(Ad<=D)
Ax==

Ax>=02min
[Ax<=02max
Anext==0
up!
Ax:=0
Ax>=02min
Ax<=0Q2max
DOWN'!
ar_Qlast_ok Ax:=0

(Ax<=Q2max)

Ad>=A2min
Ad<=A2max
Volt==

Ahead0?
ar_Qlast s=
B8 max) Anext ;=0

O
do_down
(Ax<=0)

Ad>=A2min
Ad<=A2max
Volt>=1

Acoll!

Ad>=Almin
Ad<=Almax
Volt>=1
Acoll!

Ax>=Q2min Aheadl'.{

Anex
A

HF
(Ax<=Q2max)|

() f) cLS

ar_Qfirst_ok Qfi
(Ax<=Q2max

Aempty?

ar_Qfirst
(Ad<=ATmax)
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Figure 12: The Incorrect SenderA Automaton.



