
Lecture 7 : Stabilizer Formalism - 2

· Recap ofStabilizer formalin-1 from Leture 6
. [Ref .

Gottesman's PhD thesis
, 1998]

Defn A [ ,
k

, d] stabilizer code is defined as the common eigenspace of a
-

:

commuting set of Pauli operators : Is , Go, 9s, ... In-k with eigenvalue + 1 :

E = [I E : gil) = 1) # 1xi n-b]

Remarks :

(9) .
. . ., ga-m : independent Pauli operators that generate a group :

$ = <g, .
. .

.,gn-r) : Stabilizer group (subgroup of n) Gi : Stabilizer generators.

(b) Projector on to the code
space

: To ==
② Quantum Error Correction : Assuming noise is E(P) = Pet + PxXX + P> Y+ PE,

and i
.

i
.
d

.

1 = eigenvalue of 91 to 1 : (D = M, Decoding
1)mmmeE/) E Mc = eigenvalue of 92 + Sc : (-1) = M2 I that

%
But guess for an

error-occurred
Mr-n = eigenvalue of ga-m - Sn-n : (-)* = Mark conditioned on

5

.

: Error syndrome

Error syndrome for a Stabilizer code :

Note : gi() = 17) for 17 &C
, gi : stabilizer generators.

· Let us say that measuring IF + EI) under some error.

· measuring Gi on EIF) gives Mi :

gi(E(P)) = mi (E(π])

In other words :

giE() = MiE (Gil)) since gilt) = It) by definition .

So : Gi = Mi Egi

giE = (-1) Egi

which implies that si = 20 if O Convenientdefinitionhere



· The syndrome S = s(E) completely specifies the commutation relations between the (unknown)

Error and the stabilizer generators of the code.

Eg .
Show code : 10)=ID 1) = Clio
Henceforth

, we will never provide the encoded states. Only stabilizer-gens:

, , , , . , , XXXq)

Say an error 74 occurs
,

then we had computed the syndrome by looking /7 (11).

We can instead read off s = (11 ,
12, ..., 18) by observing commutation of X - with Gi .

1(Yz) = (1 10000 11)

Correspondance between Stabilizer Codes and Binary Linear Codes (Lecture 5) :

Recall the error syndrome : s = HeTerror vector)
Consider a matin :

Mr = (ain I ↑unity check matrix

In this care,
the error syndrome is :

si(z = 0 if [Mali , E] = 0

S its row of MG

1 if [(Ma)i ,
E] = 0

-

its row of MG

: Symplectic representation of an -qubit Pauli operator

P =c xi i (Note : z"= X ° = 1)

is given by J(P) = (a (b) ·

--

Eg .

p = i x11Yz ,
x() = (10010/00012)

X
S Iz

d &efor - Symplectic dot product between two symplatic vectors J
, (P. ) = (9 , (b) and ↓c(P2) = (ac/b)

-

-

given by ↓ (P) 0 ((iz) = (a ,.
b

, + ac bi) mod 2
us -



ate: x(P,) 0 <(12) =

0 if [P
, 02] = 0E 1 if EP, 3 = 0

Suppose :
P
, = XZ and P2 = X

*2
, then

[P1, P2] = 0 implies that IX , z] = 0 and [z
,

x
*

2] =

OR Ex , z = 0 and Ez ,
x* = 0

-
a

, bz = b
, a)

a
, bz + b

, ac = 0 mod 2

[P, P23 = 0 implies that a , b2 + a <
b

,
= 1 (mod 2)

.

we can now write the matin of Stabilizer generators as :

n =(g n)
The error syndrome of E can now be described as how we wanted :

Mod(E) = s

Note how this resembles H .e = s for Classical Binary linear code
.

Tutorial : What is the M mattin for theShow's code ?

d(z , zz) 000000000/110000000

↓ (z2E3) 0........010110 ... ... 0

s(z)gzc) ....... 010 ......... 11

x(Mz) : = H =

= (tyx 0x)
↓ (X , . . . .

X s) 112111000/0........ 0

x(X 4 ... Xq) 000111111/0 ... . . .. 0

↓ (Mx) : = Hx

Bits specifying commutation with -gene.
-

Note : The syndrome for anyError=
= s() = (12(E) Sx(E) ,

we have:

u

x(E) = (a(b) Bits specifying
commutation with X-gens.

Sz(E) = Hx . b and Az(E) = Hz : a
.

This looks like two Classical Error Correction codes
.



Structure ofthe Pauli Group induced by the Stabilizer group
:

· Parli
group
n : set of all n-qubit Pauli Errors.

Basis for Pn : attributing the elements to specific action on the encoded states of C
.

(9) Of these are errors whichhave C invariant.

/) = 17 so : Egil) = gil)

Eg :
Et E(F)= gj(0)
-

EgiEt 10) = gi()

=> EEW() : Normalizer of theStabilizer subgroup.

· Note that s(N) = 0 for all NEW (,
5).

· Note that s(E) = S(E- N) for all N-N(S) and EEPr·

(b) ConsiderW(,5) and Pn/N(,S) ·

-

normalizer

Cn/N(S)) = T

Pn = U costs of N(S) ,
each identified by T = error syndrome.

TET

· elements in the same cost have the same error syndrome .

· elements in different costs have distinct syndromes.

Hence
, any

Pauli Error E = N .

T

. whos T is completely specified by the error syndromes(E).

Note : 1T1 = # error syndromes = 2"-M.

Since /Pal = 4 "
,

we must have IN(5) ) = 2+ R

(b) We can frother partition N(S) into costs of :

W(s) / ,
S : = L

· Note :
· elements of N/) leave C invariant

, so for any NEW(S) , NIFL +

for 1)
,
17 EG

.

· elements ofs act as identity on

every encoded state : S/) = 1) SES,
IP) E C

.

· Hence elements ofL should map 177 + 187 where 17
,
10) - but IT * 10)·



· In other words I has elements that commute with
,
S but are not in 5.

Recall : Errors in NCS) cannot be detated and those within NCS) but not inS also

act non-trivially on the encoded states. Then are logical errors
.

-

: The distance of a stabilizer code C is the smallest weight of an elementdefi
in N(,5) ) ,

S
·

Here W(,5) /5 = U casets ofS ,
indexed by LEL.

Since IN (5) ) = 2
"**, 1 ,51 = 2 *, we find /21 = 2 *

Any element of the normalizer : N = L . S where LL and SE ,
S

.

Hence
,

in
summary ,

we can write
any

Pauli Error E in the form :

E = c T . L . S

where
TE Ti · takes an encoded state to a state outside the codepace : SO

· T anticommutes with stabilizer generators and determines the syndrome :

s(E) = s(t)

L L :· maps
encoded states to distinct encoded states (non-trivial transformation

· logical operations on the encoded states.

SES · identity on
every

encoded state.

Tutorial topic : discuss how to compute T
,

Land S for any
Error : using aCanonical

generating set for n.

Provide an example : The 5-qubit code. [Ref : La flamme et..
al. PRL 77 (198)

, 1996]
A [55

,
1

, 35] code whose stabilizer generation are :

S
ge = zX/X z Interesting facts

S g2 = zZXI X ① .

Encoded states are complicated
93 = x zzX/ 187

, (2) is 8 basis rectors combined

94
= 1 x z EX

② Invented before stabilizer formatio

↳ can court one error
. Every syndrome

L E * = X X X X X single qubit error

E = zzzzz I
④ Choice of Bass is not unique .

Hence there is a different

canonical choice of a bais.

(T
= X 1 1 I



Tz = 1 X 1 / I

I 1 X
+ S 111 XI

Decoding a Stabilizer Code

17) mmEIF) = CT . L . S/ us

· measure syndrome : s (E) = 1 (T)

Pauli)
·Compute the most likely ErrorE?

· let us assume E() = 11-p)9+ XX + + E and i
.

i
.

d version.

· Note that the probability of an error E : P(E) is :

P(E) = (WH(E) (1-p)"
- wH()

.

(Most likely Least weight)

Goal: Given the error syndrome for En
, compute the most likely Error E

.

Nate: If some error E
,

has s(E) = 5
,

then all errors in the cost E
.. N(S)

have the syndrome
5

.

· Allmnors in E
.. N(S) are of the form : Ts . L . S where Ts is fixed by

· search for the most probable Element (least weight) in this cost
.

· Each element of the cost Ts . N(s) is of the form : Ts . L . S for L,
Se

,
S

· Once we find an element N= 1s
,

we invest the error by applying Ts . S on

the noisy state EI) = < Ts · L . S :

El mc (s . 1.S) (TsL . S)IP)

= c (Lt. L) (st. S) IP)

· If Land St are chosen to maximize P(Ts .
LS)

,
then L* S= S for the

most likely errors with syndrome .

·What if we find the wrong
SS

.

Makes No Diff : S's) = 1) # 13 EC.

*

Decoding problem: Given an error syndrome , compute LEI where

L = argman P(Ts . L . S)
LE2

,

SES

L
*

S
*

Provide a graphical representation :

=== = = - -= x = = = = = = x = = -

↑ ↑ 4 ↑ ↑



&↓
· Different
cost-

each corresponding to LL
.

Each cost contains errors

that have the same action on every 17C. But

different costs contain errors that have different logical

effects on 17.

· Hence we should choose the right cost : but need not

care to choose the right error.

A subte issue exclusive to the quantum case :

L
*

S
*

=== = = - -= x = = = = = = x = = -

-

Errors in this set:

L As Isis S As oftheset
e

shable.
=10(1))

. San (7 = I

Hence (1) + (4(4) = (Tc . L . S
.) + (ts . L . S2) +

. . .
+ P(Ts . 21 · Scurn)

this degeneracy feature is exclusive to Quantum Codes.

= P(E . Ts)
EE L - S

Definition (Optimal decoding) : Given an error syndrome s , compute -L such that

P((+ (1) = 2 (Ts · L . S)

is the manimum over all LEL
, i. e.,

P(L
+

(s) = man P(L/s)
.

LE L

In other words
,

L
*

= argman P(L/s)= (Ts. L. )
LE L


