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Abstract. An asynchronous automaton consists of a set of processes
that cooperate in processing letters of the input. Each letter read prompts
some of the processes to synchronize and decide on a joint move according
to a non-deterministic transition relation.

Zielonka’s theorem tells us that these automata can be determinized
while retaining the synchronization structure. Unfortunately, this con-
struction is indirect and yields a triple-exponential blow-up in size.

We present a direct determinization procedure for asynchronous au-
tomata which generalizes the classical subset construction for finite-state
automata. Our construction is only double-exponential and thus is the
first to essentially match the lower bound.

Introduction

Asynchronous automata, introduced by Zielonka [Ziel], are a natural generaliza-
tion of finite-state automata for concurrent systems. An asynchronous automa-
ton consists of a set of processes which periodically synchronize to process their
input. Each letter a in the alphabet is associated with a subset 8(a) of processes
which jointly decide on a move on reading a.

A distributed alphabet of this type gives rise to an independence relation I
between letters: (a,b) € I iff a and b are processed by disjoint sets of components.

Alphabets equipped with independence relations, also called concurrent al-
phabets, were introduced by Mazurkiewicz for studying concurrent systems from
the viewpoint of formal language theory [Maz]. Given a concurrent alphabet
(X,1), I induces a equivalence relation ~ on X*: for any two words w and w’,
w ~ w' iff w’ can be obtained from w by a sequence of permutations of adjacent
independent letters. The equivalence class [w] containing w is called a trace.

A language L C X* is said to be a trace language if L is ~-consistent—i.e.,
for each w € X*, if w is in L then all of [w] is contained in L. A trace language
is recognizable if it is accepted by a conventional finite state automaton.

Asynchronous automata are natural machines for recognizing trace languages.
Given a conventional finite automaton recognizing a trace language over (X, I),
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we can construct a deterministic asynchronous automaton over a distributed
alphabet (X, 60) recognizing the same language, such that the independence re-
lation induced by @ is precisely I. This result was first proved by Zielonka [Ziel].

Contributions of this paper

In this paper, we generalize the classical subset construction of Rabin and Scott
and obtain a direct procedure for determinizing an asynchronous automaton 2.
This construction is the first that involves only a double-exponential blow-up in
the size of the state spaces. We also show that this bound is essentially optimal.

The only other known way to determinize a non-deterministic asynchronous
automaton 2 is indirect: view it as a normal non-deterministic automaton at
the level of “global states” and then apply Zielonka’s construction to obtain a
deterministic asynchronous automaton. This route leads to a triple exponential
blowup in general, even if we use the newer constructions of [CMZ, MS].

Our determinization construction is important for dealing with asynchronous
automata over infinite traces [GP]. These automata generalize automata on in-
finite strings and lead to a nice theory of w-regular trace languages. However,
Biichi asynchronous automata [GP] are necessarily non-deterministic and lack
an effective complementation construction. With a Muller acceptance condition,
deterministic automata suffice [DM], but an effective determinization procedure
is still missing. We believe that our subset construction will lead to direct con-
structions for determinizing and complementing these automata.

Recently, Muscholl [Mus] has described a subset construction for asynchronous
cellular automata [Zie2], as part of a complementation procedure for Biichi asyn-
chronous cellular automata. Though asynchronous cellular automata are expres-
sively equivalent to asynchronous automata, the operational intuition underlying
the two models is quite different and there appears to be no obvious way to con-
nect the construction in [Mus] to the one presented here.

1 Preliminaries

Distributed alphabet Let P be a finite set of processes. A distributed alphabet
is a pair (X, 0) where X is a finite set of actions and 6 : X — 27 assigns a non-
empty set of processes to each a € Y.

State spaces With each process p, we associate a finite set of states denoted
Vp. Each state in V, is called a local state. For P C P, we use Vp to denote the
product [[ . p V;. An element ¢ of Vp is called a P-state. A P-state is also called
a global state. Given U € Vp, and P’ C P, we use Up/ to denote the projection
of ¥ onto Vps. Also, 5 abbreviates #p_ps. For a singleton p € P, we write 7,
for ¥g,y. For a € X, we write V, to mean Vjy(,) and Vg to mean Vm. Similarly,

—

if ¥ € Vp and 6(a) C P, we write ¥, for U,y and vz for U5ty

Asynchronous automaton An asynchronous automaton 2 over (X, 0) is of
the form ({V, }per, {—=atacx, Vo, VF), where —, C V, XV, is the local transition



relation for a, and Vo, Vg C Vp are sets of initial and final global states. Each
relation —, specifies how the processes 6(a) that meet on a may decide on a
joint move. Other processes do not change their state. Thus we define the global
transition relation = C Vp x X x Vp by § == ¥ if ¥, —, ¥/, and @& = UL

2 is called deterministic if the global transition relation of 2l is a function
from Vp x X to Vp and if the set of initial states Vy is a singleton.

Runs Let u € X* be of length of m. It is convenient to think of u as a function
w: [l.m] — X, where for ¢ < j, [i..j] abbreviates the set {i,i+1,...,5}.
A (global) run of A on u is a function p : [0..m] — Vp such that p(0) € Vy

and for ¢ € [1.m], p(i — 1) vt p(i).
The word u is accepted by 2 if there is a run p of 2 on u such that p(m) € Vp.
L(20), the language recognized by 2, is the set of words accepted by 2.

The problem For a given non-deterministic asynchronous automaton 2 over
(X,0), construct a deterministic asynchronous automaton B over (X, ), such
that L(2A) = L(B).

For sequential finite automata, the determinization problem can be solved
using the classical subset construction of Rabin and Scott. At the end of any word
u, the subset automaton maintains the set of possible states that the original
(non-deterministic) automaton could be in after reading wu.

To determinize a non-deterministic asynchronous automaton 2(, we have to
modify the subset construction to work at the level of local states. The main
hurdle is the following: In general, the set of reachable global states of 2 after
reading w is not just the product of the subsets of reachable local states of the
individual processes.

For instance, suppose we have two processes p and ¢ with local state spaces
Vp = {0p,1,,2,} and V; = {04, 14,2, }. Let a be a letter such that 6(a) = {p, ¢}
and —,= {((0p,04), (1p,14)), ({0p, 0g), (2p, 24))}. Suppose p and ¢ start in the
local states 0, and 04 respectively. After reading a, the state of p could be either
1, or 2,. Similarly, local state of ¢ could either be 1, or 2,. However, the set of
possible {p, ¢}-states after reading a is not the naive product {1,,2,}x{14,2,}—
the only reachable {p, ¢}-states are (1,,1,) and (2, 2,).

So, to determinize an asynchronous automaton 2, we need to record more
than just the subset of reachable local states for each process in order to keep
track of the valid global states of 2. We also have to “remember” how each
current local state arose. We then need to compose these histories so that each
consistent composition of histories yields a valid global state of 2 and, moreover,
all the reachable global states of 2 can be obtained in this manner.

2 Local and global views

We represent words as labelled partial orders. The notions we use are essentially
those of trace theory [Maz].

Events With u : [1..m] — X, we associate a set of events &,. Each event e
is of the form (i,u(¢)), where i € [1..m]. In addition, we define an initial event



denoted 0. The initial event marks the beginning when all processes synchronize
and agree on an initial global state. Usually, we will write & for &,. If e = (4, a)
is an event, then we may use e instead of a in abbreviations such as V., which
stands for V,, i.e., Vy(q), Or —>¢, which is just —,. For p € P and e € &, we write
p € e to denote that p € 6(u(i)) when e = (i,u(7)); for e = 0, we define p € e to
hold for all p € P. If p € e, then we say that e is a p-event.

Ordering relations on & The word u imposes a total order on events: define
e < fife# f and either e = 0 or e = (4, u(?)), f = (4, u(j)), and i < j. We write
e < fife= f ore< f. Moreover, each process p orders the events in which it
participates: define <, to be the strict ordering

edp fiffe<f,pcenfandforalle<g<f, pé¢y.

The set of all p-events in € is totally ordered by <y, the reflexive, transitive
closure of <j,.

Define e C f if for some p, e<, f and e C f if e = f or e C f. The causality
relation C* is the transitive closure of C. If e C=* f then we say that e is below
f- Note that 0 is below any event. The set of events below e is denoted e].
These represent the only synchronizations in € that may have affected the state
of the processes in e when e occurs. The neighbourhood of e, nbd(e), consists of
e together with all its “C-predecessors”—i.e., nbd(e) = {e} U{f | f C e}.

€0 el €2 es3 ey €6 er

€5
p [ o] o] o] E

Fig. 1. An example

EXAMPLE 1. Consider the word bacbacd over the alphabet (X, 0) for P = {p,q,r, s},
where X = {a,b,c,d} and 0(a) = {p,q}, 0(b) = {q,r}, 0(c) = {r,s} and 0(d) =
{p}. The set of ecvents &, is then {eg,e1,ea,€3,€4,€5 €57 =
{0, (1,0), (2,a), (3,), (4,5), (5,a), (6, ), (7, d)}-

Figure 1 describes (€,,C*). The arrows between the events indicate the rela-
tions <y, 4q, < and <. For example, eg <, e1 holds, but ey <, e1 does not hold.



The set of events ezl is {eg, €1, €2, €3, €4, €5, €7} while egl. is {eo, e1, €2, e3,€4,€6}.
Thus egl U erd= E. The neighbourhood of es, nbd(es), is {ea, eq,e5}.

Ideals I C € is called an (order) ideal if I is closed with respect to C*—i.e.,
e € I and f C* e implies f € I as well.

Clearly, the entire set € is an ideal, as is e/ for any e € €.

P-views Let I be an ideal. The C*-maximum p-event in I is denoted maz,(I).
The p-view of I is the set I|, = mazy(I)). So, I|, is the set of all events in T

which p can “see”. For P C P, the P-view of I, denoted I|p, is |J,¢p |»- Notice
that I|p is always an ideal. In particular, we have I|p = I.

EXAMPLE 2. In the example of Figure 1, maz,(€) = eg. So &|, = eg =
{eo,e1,€2,€3,e4,e6}. On the other hand, maz,(E) = er and E|, = er =

{60, €1,€2,€3,€4, €5, 67}-

3 Local runs and histories

Local runs Let I be an ideal. A local run on I is a function r that assigns to
each e € I an e-state—i.e., a state in Vo—such that r(0) € Vo and for all e # 0,
r is consistent with —. in nbd(e). In other words, for e # 0 we have ¥ —. r(e),
where ¥ is the e-state such that for all ¢ € e, ¥y = r(f)q, where f <, e.

So, a local run on € assigns an e-state to each e € € in such a way that
all neighbourhoods in & are consistently labelled. Let R(I) denote the set of all
local runs on I. The following is easy to verify.

Proposition1. Given u : [l.m] — X, there is a 1-1 correspondence between
R(Ew), the set of local runs on &,, and the set of global runs on w.

EXAMPLE 3. Let A = ({Vp}per, {—=a}tacx: Vo, VFr) be an asynchronous automa-
ton over (X, 0), where P and (X, 0) are as in our previous example. Fach process
has four local states. Thus, Vi, = {1,,2,,3p,4p}, Vg = {14, 24,34, 44} etc.

Let the local transition relations of A be defined as in the table below:

—a —b —c —d
{((1p; 24), 3p,3¢)) | {((Lg; 1r)s (24, 20)) [ {((2r, L), (40 45)) | {((3p), (4p))
(15,3 4 1g,1r),(3¢:3r)) | ( ((4p), (3p))}
(39, 24), (4p,4q)) | (3g,4r), (24:20)) | (
2 3g))}H ((4g,3r), (24, 20))} (Bry1s), (3r,34))}
Vo ={(1p,1¢,1,,15)} and Ve = {(4p, 34, 1r, 1s), (3p,4q, 4, 4s) }

Then, the local Tuns corresponding to the only two possible global runs of A
on u = bacbacd are shown in Figure 2. The left half of each event is labelled by
the first run and the right half by the second run. Neither run leads to a state in
VE so 2 does not accept u.
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Fig. 2. Local runs

Histories Let I be an ideal. A history on [ is a partial function kA which assigns
states to some of the events in I; i.e., domain(h) C I and h(e) € V, for each
e € domain(h). A history h is reachable if there is some local run r on I such
that h(e) = r(e) for all e € domain(h). Let H(I) denote the set of all histories
on I. Clearly, every local run on I is a history; i.e., R(I) C H(I).

Choices Let I be an ideal. Given a collection {H,},ecp of sets of histories
on the p-views I|,, a P-choice {hp}pcp of {Hp},cp assigns to each p € P,
a history h, from H,. The choice is consistent if for each p,q € P, for every
e € domain(hy) N domain(hy), hy(e) = hy(e).

Let {H,}pep be a collection of sets of histories for P C P. We define the product

® H, ={h € H(I|p) | There exists a consistent P-choice {hp}pcp of
peEP {Hp}pep such that domain(h) = J, domain(hy) and
Vp € P. Ve € domain(hy). h(e) = hy(e)}.

So, ®p€ p Hp contains all the histories on I|p which may be pieced together
using mutually consistent histories from the sets H,,.

ExamMpLE 4. Consider the local runs shown in Figure 2. For p, let hll, and h; be
two histories where

ht = {(e3 > (4r,4s),e1 — (24,2,), 5 = (4p,44), 7 — (3,))}, and

he = {(es = (3r,3s), €4 > (24, 2r), €5 = (3p, 3¢), €7 > (4p))}.
For s, let hl and h? be two histories where

hi={(e2 > (3p,3,), €1 > (24,2,), 6 > (4,,45))}, and

h2 = {(e2 = (4p, 4q)s ea = (24, 2,), €6 = (11, 1))}
All four of these histories are reachable. There are four possible {p, s}-choices
for {{h1 h2}, {h;,h?}}. Each of these choices is consistent. However, only two

of the anspm {n}, h2} @{h, b2} are reachable—those generated by the choices
(hp,hi) and (h2,h2). The “bad” choice (h2,hL) implies that (4,,3q,1,,1,) is a
valid global state of A after w, which leads to the erromneous conclusion that 2A
accepts w. The task is to rule out such bad choices by maintaining reachable

histories whose products are also reachable.



In particular, for P C P we may form the product ()
the set R(I|p) of local runs on I|p.

pep R(I]p), which generates

Lemma 2. Let I be an ideal and P C P. Then, R(I|p) = Q,.p R(I|p).

peP

Proof The fact that R(I|p) C @, p R(I]p) is obvious.

To show the converse, let 7 € & p R(I[,) where the consistent P-choice is
{rp}pep. Clearly domain(r) = I|p. We just have to check that nbd(e) is labelled
consistently by r for each e € I|p. But, if e € I|p then e € I|, for some p € P
and so nbd(e) C I|, as well. Since r = r, on I|, and r, is a local run on I|,, 7,
must have assigned consistent values to nbd(e). ]

4 Finite histories and frontiers

Frontiers Let I be an ideal and p,q,s € P. We say that event e € I|, is an
s-sentry for p with respect to ¢ if e € I|, N I], and e<; f for some f € Iy —I|,.
Thus e is an event known to p and ¢ whose s-successor is known only to g.
Define frontier,,,(I) to be the set of all s-sentries which exist for p with respect
to g. Observe that this definition is asymmetric—frontier,, (I) # frontier ,,(I).

EXAMPLE 5. In the example of Figure 1, €|, N E|s = {eo,e1,e2,e3,ea}. Then
frontier,, (€) = {es, ea}, whereas frontier,,(€) = {e2,ea}. So, eq belongs to both
frontiers—it is an r-sentry in frontier, (€) and a q-sentry in frontier ().

In general, e € frontier,,(I) could simultaneously be an s-sentry for several
different s. However, frontier,,(I) is always a bounded set, since for each s € P
there is at most one s-sentry e € frontier,,,(I).

For P C P and p € P, define the P-frontier of p at I to be the set

U frontier,, (I) U frontier ,,(I).
qeP—{p}

Lemma 3. Let I be an ideal and {hp}pcp be a consistent P-choice of {H(I|p)}pepr
such that for each p € P,

(1) by is reachable; and

(1) the P-frontier of p is included in domain(hy).
Then @,cpihp} is a reachable history in H(I|p).

Proof Order the processes in P as pi,pa,...,pr. For i € [1..k], let P, =
Uje[l__i] {p;}. By assumption, for each p;, hy, is a reachable history. So, we have
a local run 7, on I|,, which agrees with h,, on domain(hp,). To show that
h = @,cplhp} is reachable, we must construct a local run r on I|p which
agrees with h on domain(h) = U, p domain(hy).

Define r as follows:

— For all e € I|,,, r(e) =1}, (€).



— Forie[2.k], foralleec I|, —1I

P15 7’(6) =Tp; (6)

So, we “sweep across” I|p starting from I|,, and ending at I|,,, assigning
states according to rp,,Tp,,...,7p, in k “stages”. Clearly domain(r) = I|p and
r agrees with h on domain(h). We have to show that r is a local run; i.e., we
have to show that r is consistent with —. across nbd(e) for each e € I|p.

Let e € I|p. We know that r(e) was assigned at some stage ¢ € [1..k]. Clearly,
e € I|, and so nbd(e) C I|,, as well. If nbd(e) C I|,, —I|p,_,, then all the events
in nbd(e) are assigned r values at stage 7 according to r,,. Since rp, is a local
run on I, these values must be consistent with —.

The crucial case is when some f € nbd(e) lies in I|p,_, and so has al-
ready been assigned a value. But then f € I|p,, N I|,, which is the same
as Ujepn.i—1)(lp; N 1[p,)- In other words, for some py, £ € [1..i—1], f belongs to
frontier, , (I). So f € domain(hy,) N domain(hy,), by assumption. Therefore,
the value 7(f) must agree with hp, (f) = hp, (f) and hence must agree with 7, (f)
as well. So, even though f € nbd(e) has already been assigned a value before
stage i, the value agrees with r,,. Thus, effectively, nbd(e) is assigned values as
given by 7, and these must be consistent with —, since r,, is a local run on I. O

This is a finite version of Lemma 2 above. Suppose that at the end of a word
u, each process p maintains all reachable histories on a finite (bounded) set of
events spanning the P-frontier of p in &€,. Then, by the previous lemma, the
product of these histories will generate all the reachable global states of 2 after
u. Further, the number of possible histories on a bounded set is also finite.

The problem now is with maintaining frontier information locally—i.e., how
can a process p compute and locally update its frontier? This is done using
slightly larger, but still bounded, sets of events called primary and secondary
information, which between them subsume the frontier. It turns out that these
sets can be updated locally with each synchronization between processes. These
then will be the domains of the histories maintained by each process.

5 Primary and secondary information

Primary information Let I be an ideal and p,q € P. Then latestp—q(I)
denotes the maximum g-event in I|,. So, latest,—q(I) is the latest g-event in I
that p knows about. The primary information of p after I, primary,(I), is the
set {latestp_q(I)}qep. As usual, for P C P, primary p(I) = U,¢ p primary,(I).

Secondary information The secondary information of p after I, secondary,,(I),
is the set U,cp primary,(latest,—q(I)}). In other words, this is the latest infor-
mation that p has in I about the primary information of ¢, for each ¢ € P. Once
again, for P C P, secondaryp(I) = U, p secondary,,(I).

Each event in secondary,(I) is of the form latest,s(latest,q(I) |) for
some ¢,s € P. This is the latest s-event which ¢ knows about upto the event
latest,—q(I). We abbreviate latesty—s(latestp—q(I))) by latest,—q—s(I). Notice
that each primary event latest,_,4(I) is also a secondary event latest,_p—q(I).



EXAMPLE 6. In Figure 1, latests—,,(E) = e whereas latest,s(E) = ez. Also,
latests—p—r(E) = €1 while latest, s, (E) = e3.

The following result, which is proved in [KMS, MS], lets us identify all the
frontier events in € using primary and secondary information.

Lemmad4. Let I be an ideal, p,q,s € P and e € frontier,, (I) an s-sentry. Then
e = latest,_,s(I). Also, for some s € P, e = latesty—s—s(I).

So, for every p € P and u € X*, each process p maintains all reachable histories
over the finite set secondaryp(ﬁu). By the preceding lemma, this set includes
all events in the P-frontier of €, as well as the maximal event maz,(&,) =
latesty—sp—p(Ex)-

We now need to show that these sets may be updated locally—i.e., if w = ua,
then secondary,(€.) may be computed from secondary,(€.) for each process
p € a using only the information available with the processes in a. (Note that
secondaryp(E.q) is a subset of secondaryp(E,,) together with the new a-event.)

Since we are manipulating events, in general, we require a mechanism for
assigning “unambiguous” labels to the events in £, while u is being read. In
our context, “unambiguous” means that distinct events in secondary,(€,) are
assigned distinct labels. It turns out that we can maintain such a labelling us-
ing a finite set of labels £ and simultaneously update the labels assigned to
secondaryp(&,) in a consistent way with each local synchronization. This in-
volves running the “gossip automaton” [MS] in the background. We will suppress
the details here but assume that there is an asynchronous automaton A& with
the same structure as the automaton 2 which works as follows.

Let w € X*. Fach process p in U¢g inductively maintains a labelling function
Ap(u) : P x P — L such that:

1. Let q,s € P. Then for all ¢',q",s',s" € P, A(u)(d',q") = As(w)(s',8") iff
latestqg)qlg)q//(gu) = latestsg)s/*}'s//(gu)-

2. If w = ua and q,q,q",s,8',s" € P such that latesty—q g/ (Ew) =
latests oo (Ey) then Ag(w)(¢',¢") = As(u)(s',s").

So, after reading u, each process p in 2 maintains a labelling A,(u) of
secondary,,(€,) such that, across the system, distinct events in secondary(E.)
are assigned distinct labels. The map A, (u) is a finite object and can be incorpo-
rated into the local state of p. Further, all the processes which synchronize on an
action a can consistently update their primary and secondary information and
extend the labellings {\,(u)}peq to new labellings {\,(ua)}peq which maintain
the inductive assertion. The second condition ensures that the new labellings
{Ap(ua)}peq do not reassign fresh labels to “old” events in secondaryyp(€q)-

6 The determinization algorithm

We are now ready to present our deterministic asynchronous automaton %6 =
(VB per, {=2 Yaes, V5, VE) corresponding to our original non-deterministic



asynchronous automaton 2 such that L(2) = L(B). B will incorporate the
gossip automaton 2q.
Formally, a state in Vp% consists of the following information:

— A labelling A, : (P x P) — L.

— A set of histories RH, where each h € RH, is a partial function on £
that maps a label £ to a P-state (where P C P is the set of processes that
participated in the event that ¢ was assigned to) such that domain(h) =
range(Ap).

Intuitively, after reading a word u, process p has computed A, as the labelling
of secondary,(€.) given by the gossip automaton 2(g. Thus, the label A, (q,7)
represents the secondary event latestp—q—r(Ex).

The set RI, is supposed to contain all reachable histories over the secondary
events secondary,(€,). Since distinct events in secondary,,(€,) are assigned dis-
tinct labels, each history in RH, is a function from range()\,) to P-states.

Initially, each p € P stores the following;:

— For each pair of processes ¢, € P, \y(q,7) = o, where £, is some arbitrary
but fixed label from L.
— For each initial state ¥ of 2, there is a history h in R, such that h({y) = v.

The initial state Vg is the product of the initial states of the individual processes.
We now describe the transition rules {—2},cx. Suppose B reads a when the
global state of B is {(\},, RH(,) }pep. Then the local states of processes in a are
updated as follows.

— For each p € a, construct a new labelling function )\;’ : P x P — L. This is
done by the gossip automaton, 2. For the new event e,, let )\;’(ea) =/,.

— Compute new histories R}, for each p € a as follows. Consider h, €
®pca{RH,}. Let ' be the global a-state corresponding to he—i.e., 7, =
(hp(A,(p;p)))p for each p € a (vecall that latest, pp(I) = mazy()). Let
Vy, = {0 | T —4 0'}. So, V},, is the set of all possible a-states v' which can
be used to extend h, to cover the new event e, so that nbd(e,) is consistently
labelled with respect to —.
Each element @’ € Vj,, together with h, generates a history h;, in RIC:

v i b=,
ha(£) otherwise
So, the new a-event is assigned the a-tuple ¥’ while the other secondary
events of p (after reading a) inherit their h;, values from h,. Repeat this
procedure for each h, € @), {RH,} to generate the entire set RH; for

each p € a.

Ve € range(X,). hy,(£) = {

We now define the final states of 8. Let & be a global state of B, where
dp = (A, RH,) for each p € P. Each history h € @),cp RI, gives rise to a
global state @' of 2 as follows: for each p € P, 7, = (h(\,(p,p)))p. Let subset(d)
denote the set of global states of 2 generated from & in this manner. Then we
can define VE = {& | subset(5) N Vg # 0}.



Theorem 5. L(A) = L(B).

Proof For u € X*, let ¢ be the global state of B after reading u such that
Fp = (A, RH) for each p € P. We claim the following:

Claim For each p € P, IRU{]’D’ is precisely the set of all reachable histories on the
set of events secondary,,(€.).

Assuming the claim, we know from Proposition 1 and Lemmas 2, 3 and 4
that the global states in subset(d) are precisely the global states that 2( could
be in after u. So, B accepts u iff subset(d) N Vg # 0 iff there is a run of 2 on u
leading to a final state iff 2 accepts v and we are done.

Proof of Claim To prove the claim, we proceed by induction on |u.

(lu| = 0). Then u = ¢, the empty word. The claim is trivially true at this state
since all the secondary events in &€, are the initial event 0 and each process
maintains a set of histories which assigns all possible initial states of 2 to the
initial event.

(lu| > 0). Let u = wa and assume inductively that after reading w, the local
states {(\},, RH(},) }pep satisfy the Claim. We have to argue that the procedure
for updating the local states of p € a maintains the property asserted in the
Claim.

Now, assume RH(, contains all reachable histories over secondary,,(€.,) for
each p € a. The gossip automaton s guarantees that )\;’ labels precisely the
events in secondary,(€,). We have to show that RI(; contains all reachable
histories over secondary,(€.).

For all p € a, &ulp = Ewla U {eq}, where e, is the new a-event. So, any
local run on &,|, consists of a local run on €,|, extended to cover e, such that
nbd(e,) is counsistently labelled.

We argue that the product &), RH;, is precisely the projection of R(Ew )
onto secondary,(€,). By Lemma 3, every history h € @), RH), is a reach-
able history on &,|, and so is the projection of some local run on &,|, onto
secondary ,(E|w)-

Conversely, consider any local run r on £,,|s. Decompose r into local runs ry,
over &,|, for each p € a by looking at r restricted to €, ,. Since RI(, has all
reachable histories on secondary,,(€.,), the projection hy, of r, on secondary,,(€.,)
belongs to RH;,. So, the projection of r onto secondary, (€. ) belongs to @), RI,.

So, we can reconstruct all possible a-moves of 2 after w by looking at
®p6a RF,. The procedure for updating RI(;, to RI) in the definition of %?
then guarantees that RI() contains all reachable p-histories over secondary,,(€.)
for each p € a. O

7 The complexity of determinization

Theorem 6. Let A = ({Vp}per, {2atacs, Vo, Vr) be a non-deterministic asyn-
chronous automaton with N processes such that mazpep|Vy| = M. Then, in the



corresponding deterministic automaton B that we construct, each process has at

O(N3)
most 2M states.

Proof Each local state of B is of the form (\,, RH,). From [MS], 2z can
maintain and update )\, consistently using O(N?log N) bits.

We now need to maintain histories over secondary events. Each history h con-
sists of N2 P-states. Since a P-state can be written down using N log M bits, h
can be written down using N2 log M bits. The number of different histories pos-

2 P
sible over N2 events is (MO(N))N — MOW) | A set of histories can therefore be
written down using MO bits. So, in total we need MON) + O(N3log N) =
MOW?) bt O

The upper bound we describe above is essentially optimal because of the follow-
ing double-exponential lower bound, which is proved in [KMS].

Theorem 7. There is a sequence of languages Ly~ over distributed alphabets
(Xgnv,0gn), K,N > 2, such that Ly~ is recognized by a non-deterministic
asynchronous automaton with local state spaces and transition relations whose
sizes are polynomial in K and N, whereas any deterministic asngchmnous au-
2K /N

tomaton recognizing L~ must have at least one process with states.
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