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. The 10 volumes of the Landau-Lifshitz series of books are placed at random in a book

shelf. What is the probability that they are in proper order (1 —2 — 3 — - - -) from left to
right?

Draw figures to illustrate the following general relations (i) If A; C Ay then A; D As. (ii)
If A= AU A, thenA=A10A2 and(c)IfA:AlﬂAg thel’lAZAlUAQ.

Suppose we are given the relations (i) AB = A and (ii) AU BU C = A. Interpret each
relation in words and draw a figure that illustrates it.

. Consider the rolling of a regular tetrahedron shaped die whose faces are painted with

the letters a,b,c,d. The outcome of the roll is defined as the letter that is hidden (face
down). We assume that all outcomes are equally likely. (a) What are the elementary
events w and what is the sample space Q? (b) What is the probability of the event A
defined as getting an outcome that is a vowel? (c) Let B be the event defined as getting
an outcome that is a consonant. What is its probability? (d) Are A and B mutually
exclusive? (e) Are A and B statistically independent events? (f) Define the random
variable { by {(a) = 1,£(b) = 2,{(c) = 2,£{(d) = 2. Find the probabilities: P{{ = 1},
P{¢{ =2}, P{{ < —1}. (g) Find an expression for the cumulative distribution ®¢(z) and
plot it. (h) Find an expression for the probability density function p¢(x) and plot it.

Suppose ¢ is a continuous real random variable with probability density pe(z) = N/(z?+
a?) for some constant @ > 0 and —oo < z < co. (a) Find N(a). (b) Plot the probability
density for a = 1. (c) Find the cumulative distribution function ®¢(x). (d) Express the
probability that ¢ is positive (P{0 < { < co}) as an integral and find its numerical value.

If £ and & are random variables, then show that the variance of their sum is the sum of
variances plus a correction term given by twice their covariance

var (§1 + &) = var (&) + var (&2) + 2 cov (&1, &2). (1)

Argue that the covariance of a pair of independent random variables vanishes so that for
independent random variables, the variance of the sum is the sum of variances.

What is the variance of a random variable ¢ with a uniform distribution on the interval
[a,b]?

What is the characteristic function f¢(t) = (e*!) of the uniform distribution on the unit
interval [0,1]?
For a real-valued random variable, derive formulae for the cumulants C,, in terms of the

moments Gy for n =0,1,2,3.

Show that the generating function of a binomial random variable with parameters n, p is
Fe(z) = (pz+q)".


http://www.cmi.ac.in/~govind/teaching/prob-mavelikara-23

11.

12.

13.

14.

15.

Show that the generating function of the Poisson distribution with mean a is

Fe(2) = i P:(k)z* = 2> 1), )
k=0

Use this result to find the first few moments G1, Ga, G3, G4 of the Poisson distribution.

Viewing k£ = 0,1,2,..., as a parameter, consider the sequence of continuous density
functions:
ske=s

k!

pglk)(s) = for s>0. 3)

Show that p%k) (s) may be viewed as a probability density function for a continuous posi-
tive real random variable 7. In other words, show that

) o k,—s
/ p(k)(s)ds:/ "1 for any k=20,1,2,.... (4)
o 0 k!

Complete the square to show that the characteristic function of the standard Gaussian is
the Gaussian

fet) = L /Oo e~ /268t o — =12/2 5)

T Var s '
Suppose ¢ is a normal random variable with mean yx and variance o?. Find an inte-
gral expression for the probability P{|{ — p| < no} that & lies within no of p for n =
1,2,3,---. The numerical values of this probability for n = 1,2, 3 are 0.683,0.954,0.997.
So with 99.7 % probability, a gaussian random variable takes values within 3¢ of its mean.

Show that the probability density of a Brownian random walk in one dimension p¢(z) =
(47 Dt)~ /2 exp(—a?/4Dt) satisfies the diffusion equation u; = Dy,



