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Abstract

NuTeV is a neutrino}nucleon deep-inelastic scattering experiment at Fermilab. The detector consists of an iron-
scintillator sampling calorimeter interspersed with drift chambers, followed by a muon toroidal spectrometer. We present
determinations of response and resolution functions of the NuTeV calorimeter for electrons, hadrons, and muons over an
energy range from 4.8 to 190GeV. The absolute hadronic energy scale is determined to an accuracy of 0.43%. We
compare our measurements to predictions from calorimeter theory and GEANT3 simulations. 2000 Published by
Elsevier Science B.V.

PACS: 29.40.Vj; 29.90.#r; 29.40.Mc; 29.40.Gx

1. Introduction

The increased intensity of the Fermilab Tevatron
"xed-target program has made it possible to
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Fig. 1. The NuTeV neutrino detector showing the target calorimeter followed by the downstream muon spectrometer.

improve qualitatively neutrino deep-inelastic scat-
tering experiments. Deep-inelastic neutrino scatter-
ing probes both the electroweak and strong forces
in unique ways which are both competitive and
complementary to other measurements at hadron
and electron colliders. For these reasons, it is im-
portant to continue improving the precision of
measurements with neutrino beams. NuTeV (Fer-
milab Experiment 815) is designed to exploit the
intensity capabilities at Fermilab using a new neu-
trino beam, an upgraded neutrino detector, and
a continuous test beam calibration system.

The new neutrino beam uses a sign-selected,
quadrupole train (SSQT) [1,2] to produce a high-
intensity, ultra-pure beam of either neutrinos or
antineutrinos. For neutrino detection, the experi-
ment uses an upgraded version of the CCFR de-
tector [3,4] (Fig. 1), with new scintillation oil and
photomultiplier tubes, and refurbished drift cham-
bers. Neutrino interactions in the detector produce
a hadronic shower from the outgoing struck quark;
the shower energy is measured in the target-calori-
meter. For charged current events, the target-
calorimeter and downstream muon spectrometer
measure the angle and momentum of the outgoing
muon. The NuTeV data run took place during the
Fermilab 1996}1997 "xed target run; the experi-
ment recorded over three million neutrino and
antineutrino interactions.

Two of NuTeV's physics goals are a precise
measurement of the weak mixing angle, sin2 h

W
,

and measurement of structure functions and the
strong coupling constant from QCD scaling viola-

tions. Both of these results depend on a detailed
understanding of the target-calorimeter response.
A previous experiment using this calorimeter,
CCFR, with a calorimeter energy scale determined
to an uncertainty of approximately 1%, measures
[5] sin2 h

W
"0.2236$0.0019(stat)$0.0019(syst)

$0.0030(model). NuTeV aims for a total precision
of better than 0.002 on sin2 h

W
, primarily by chang-

ing the measurement technique to reduce model
uncertainties. In CCFR, the experimental system-
atic uncertainty due to calorimeter response was
$0.0011; the NuTeV technique is considerably
more sensitive to energy calibrations. The reduced
theoretical uncertainties make an improved calib-
ration essential for the success of this measurement.

In the CCFR strong coupling constant measure-
ment, the systematic uncertainty in the QCD scale
parameter "

MS
from calibration e!ects is at the

50}100 MeV level [6]; this is the largest single
experimental source of uncertainty in the measure-
ment. In NuTeV, this uncertainty would be reduced
by a factor of three by an absolute calibration of
0.3% uncertainty.

Determining the detector's absolute response,
and its resolution of hadronic shower energy are
crucially important to NuTeV's physics goals. Pre-
cision detector calibration and response determina-
tion are accomplished using several data sets:
the actual neutrino events, neutrino-induced
muons from upstream shielding, and calibration
beam data. Throughout the data run, the calib-
ration beam operates continuously and provides
momentum tagged electrons, muons, and hadrons
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Fig. 2. Geometry of one unit of the calorimeter. This unit is
repeated 42 times to make up the entire calorimeter. One unit of
the calorimeter consists of a scintillation counter sandwiched
between two steel plates.

Table 1
Composition in interaction and radiation lengths of one unit of
the NuTeV calorimeter. One scintillator counter consists of both
the oil and the lucite box; one water bag consists of both the
water and the mylar bag. This unit is repeated 42 times to make
up the entire calorimeter

Component Length j
3!$

j
I

(cm)

4 Steel plates 20.7 11.75 1.24
2 Scint. counters 6.3 0.19 0.07
4 water bags 6.6 0.19 0.08
1 Drift chamber 3.7 0.17 0.03

Total 37.3 12.30 1.42

with energies between 4.8 and 190GeV. A precision
spectrometer provides an event-by-event mo-
mentum determination with resolution better than
0.3% and a combination of a Cherenkov counter
and a TRD are used to determine the particle type
for each event.

This article describes the various techniques and
studies undertaken to determine the calibration of
the calorimeter. First, the detector and electronics
calibrations using neutrino-induced events are de-
scribed, followed by the test of these techniques and
resolution studies using the calibration beam data.
This article also examines which aspects of the
detector response can be accurately modeled by
GEANT and other software simulation packages.

2. The NuTeV calorimeter

The NuTeV calorimeter consists of 168 plates of
steel measuring 3 m (H)]3 m (W)]5.1 cm (L),
interspersed with 84 scintillation counters of di-
mension 3 m (H)]3 m (W)]2.5 cm (L) and 42
drift chambers. There are two plates of steel be-
tween every two consecutive scintillation counters,
and one drift chamber between every other set of
counters. One unit counter consists of a scintilla-
tion counter and two steel plates surrounding the
scintillator; one unit calorimeter layer consists of
two counters and a drift chamber. This con"gura-
tion leads to a detector with 10.35 cm of steel
between counters and 20.7 cm of steel between drift
chambers. The geometry of one unit of the calori-
meter is shown in Fig. 2, this unit is repeated 42
times to comprise the calorimeter. Table 1 summar-
izes the materials and their longitudinal sizes in
units of cm, radiation length, and interaction
length, for one unit of the calorimeter's longitudinal
layer.

Fig. 3 shows a schematic diagram of a NuTeV
scintillation counter. Each counter is a lucite
box "lled with Bicron 517L scintillator oil. The
counters have 3 mm vertical lucite ribs spaced by
2.5}5.1 cm, depending on the lateral position of the
ribs, and designed for structural support. Since
these ribs do not scintillate, the counters are stag-
gered so that the ribs are not aligned on the trans-
verse plane along the calorimeter's length. The

boxes themselves are surrounded by mylar bags
"lled with water. These `water bagsa maintain hy-
drostatic equilibrium between the lucite boxes and
the atmosphere and add a layer of water approxim-
ately 2.5 cm thick to each side of every counter.

Each counter is surrounded by eight
wavelength-shifter bars, doped with green BBQ
#uor, and is read out in four corners by photomul-
tiplier tubes (PMTs), mounted one on each corner.
The PMTs are 10-stage Hamamatsu R2154 photo-
tubes with a green-extended photocathode, with
gains set to about 106. There is an air joint between
the wavelength-shifter bars. The joints between the
wavelength-shifter bars and the phototubes have
3mm thick clear silicon jelly cookies for better
optical and mechanical connections, as well as for
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Fig. 3. A schematic drawing of a NuTeV scintillation counter.

Fig. 4. A schematic diagram of the NuTeV calorimeter readout
electronics of a counter.

PMT window protection. The cookies are made of
Dow Corning Sylgard(R) 182 silicon elastomer and
182 curing agent. With this geometry and readout
scheme, NuTeV observes muon signal distributions
consistent with, on average, 30 photoelectrons for
muons traversing the center of a counter. For
muons closer to the edge of the counter, where light
collection is more e$cient, the number is higher.

3. Calorimeter readout electronics

The readout electronics must accommodate
a very large signal dynamic range using 11-bit ana-
log-to-digital converters (ADCs). Minimum-ioniz-
ing particle energy loss (MIP) in the calorimeter is
approximately 0.15GeV per unit counter, while
hadronic showers could deposit up to 100GeV into
a single unit counter. Note that the actual energy
deposited by a minimum-ionizing particle in
a single scintillation counter is approximately
4 MeV.

Fig. 4 shows a schematic diagram of the readout
electronics system; the channels include three sep-
arate gains, to measure energies over a wide dy-
namic range:

f HIGH is the sum of signals from each of the four
PMTs from a given counter (fan-in ES-7138) [7]
plus the ]10 ampli"cation of the summed signal
by the linear ampli"er LeCroy 612A. The ampli-
"ed signal is then digitized by a LeCroy 4300 [8]
Fast Encoding and Readout ADC (FERA).

f LOW is the signal from each of the 4 PMTs
directly digitized by a LeCroy 4300 FERA.

f SUPERLOW signals are the digitized sums of
8 PMT signals coming from 8 di!erent counters,
each separated by 10 counters. Each PMT signal
is attenuated by 1/10 (fan-in LeCroy 127FL [9]).

A typical, minimum-ionizing particle signal pro-
duces 80 ADC counts in the HIGH channel, 2 ADC
counts in each LOW channel, and &0.2 ADC
counts in each SUPERLOW channel. The LOW and
SUPERLOW channels are calibrated with respect to
the HIGH channels.

Hadronic showers deposit up to 600GeV in the
calorimeter (with maximum energy deposition in
a single counter of about 100GeV). A typical had-
ronic shower in the calorimeter saturates the HIGH
channels and leaves a signal of a few hundred ADC
counts in the LOW channels, consequently the LOW
channels are used to measure the shower energy. In
a very small fraction of events, one of the four LOW
channels of the counter is saturated when the trans-
verse position of a neutrino interaction is close to
one of the PMTs. In these cases, the attenuated
SUPERLOW channel is used.

Calorimeter calibration begins with the read-
out electronics. We relate the HIGH, LOW, and
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SUPERLOW channels to each other using a linear
model. Once this is complete the absolute energy
scale of these channels can be measured.

4. Pedestals

The best way to determine the pedestal values of
the ADC channels is to measure them under exact-
ly the same conditions as the neutrino data. To
achieve this we use two di!erent methods } one
using a specially designed random trigger, and the
other using `quiet regionsa of the calorimeter dur-
ing real neutrino events. A random trigger is ac-
tivated throughout the run in all gate types to
measure pedestals under the same condition as the
trigger of interest. The rate of the pedestal trigger is
prescaled to provide the necessary number of ped-
estal events (typically 10 events per accelerator
cycle) without overloading the bandwidth.

The second method uses events in which the
trigger (T2) is designed for neutral current interac-
tions and requires signi"cant energy deposition in
consecutive counters in the calorimeter. For each
T2 event, an o%ine analysis program "nds `quiet
regionsa in the calorimeter, using the following
algorithm:

(1) Count the number of counters with pulse
heights more than 1/4 of a MIP (S-bit ON) and
reject the event if this number is larger than 10.

(2) Select the counters with their own S-bits and
the S-bits of their 4 closest neighboring counters
OFF.

(3) Check that all three readout ADC channels of
the selected counters (described in Section 3),
have energies less than 0.3 MIP. The cut value is
chosen to be much less than 1 MIP but much
larger than the pedestal; for example, in a HIGH
ADC channel, one MIP is &70 ADC counts
and a typical pedestal width is &3 counts,
making the cuto! value of 20 counts &7 stan-
dard deviations from zero.

(4) Use the readouts of each ADC channel of the
selected counters as the pedestal values.

The o!-line analysis procedures employ the ped-
estal events to keep a running average for each
electronics channel, using both these methods. The

two procedures for measuring pedestals agree to
within 0.015 ADC counts in the LOWs, and 0.02
ADC counts in the HIGHs. This pedestal uncer-
tainty would contribute a constant term of 32 MeV
to the hadron energy resolution if all pedestal dif-
ferences were correlated, and a 3.6 MeV width if
these pedestal di!erences were uncorrelated. The
pedestal term in the hadron energy resolution is
consistent with zero with an error of 110 MeV
(see Fig. 39). The `quiet regiona method is used for
neutrino data pedestal subtraction.

Because of the di!erences in the upstream mag-
net currents and detector environment, the ped-
estals during the calibration beam gate and the
neutrino beam gate are not necessarily equal, in
fact, some channels di!er by as much as 0.3 ADC
counts in the LOWs. For the calibration beam data
analyses, we use the random trigger method to
measure the pedestals, because the upstream part of
the calorimeter (where the calibration hadron beam
enters) has energy deposited in every event, pre-
cluding the `quiet regiona method. The neutrino
data pedestal comparisons ensure that this treat-
ment is completely accurate to the few MeV level.

5. Electronics cross-calibration

The di!erent channels of electronics need to be
calibrated relative to eachother, because the min-
imum-ionizing particle signal is measured with the
HIGH channels, but the neutrino interaction signal
is measured with the ¸O= and S;PER¸O=
channels. Assuming that all the components of the
readout electronics are linear, the HIGH channel
can be written as the linear combination of the
4 ¸O=s from the same counter:

HIGH(i)"
4
+
j/1

R)-
j
(i)]¸O=

j
(i), (1)

where i is the counter index, and R)-
j
(i) is the relative

calibration constant between the ¸O= signal of
PMT j of counter i and the HIGH signal of counter i.

The S;PER¸O= is the linear combination of
the 8 LOWs:

S;PER¸O=(i)"
8
+
k/1

R4-
j
(i)]¸O=

j
(k); (2)
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Fig. 5. Typical energy deposition of muons traversing one scin-
tillator counter in units of ADC counts.

i is the S;PER¸O= channel number, k the
counter index, j the "xed PMT index, and R4-

j
(i) the

relative calibration constant between S;PER-
¸O= channel i and ¸O= channel of PMT j of
counter k. The set of calibration coe$cients R)-

j
(k)

and R4-
j
(k) is calculated for every data-taking run

using the least-squares method.

6. Counter gain position and time dependence

NuTeV has the ideal calibration source to track
counter gains, common to all high-energy neutrino
experiments: muons coming from neutrino interac-
tions in the upstream shielding. Not only are these
muons correlated in time with the actual neutrino
beam, but they also illuminate the detector in a sim-
ilar fashion. This section describes how the sample
of muons traversing the entire length of the de-
tector during the neutrino beam is used to monitor
the position and time dependence of the individual
counter gains.

Fig. 5 shows a typical energy deposition pro"le
for muons traversing a counter. There are, on aver-
age, 30 photoelectrons per MIP per counter. Events
with very low pulse heights come from particles
that go through the ribs of a counter, while large

pulse height events result from muon bremsstrah-
lung and e`e~ pair production. Since pair produc-
tion increases with increasing muon energy, this
energy deposition pattern can be used as an event-
by-event muon momentum measurement, as de-
scribed in Ref. [26].

To determine the overall gain of a counter, one
must somehow characterize the mean of the distri-
bution shown in Fig. 5 in a way that is stable with
respect to cuts. The precise shape of that distribu-
tion is important to simluate; (see Section 10), we
do not expect that distribution's shape to change
with time, but only its mean. Because the overall
mean is sensitive to the cuts one puts on the high
side tail of the distribution, as well as the statistics
of the distribution itself (since greater statistics
means more high side tail events), we use the trun-
cated mean procedure; this method has been shown
to be less dependent on either cuts or statistics [10].
The truncated mean is determined by "rst calculat-
ing the mean of the distribution using all events,
and then taking the mean again only including
events between 0.2 and 2 times the previous mean.
This procedure is iterated several times until the
di!erence between the mean of two consecutive
iterations is less than 0.1% of the previous mean.
Corrections are made on an event-by-event basis
for the muon's momentum and its angle with re-
spect to the direction perpendicular to the counter.
This procedure provides a `meana that is insensi-
tive to the width and tails of the pulse height distri-
bution. The truncated mean for 77GeV muons is
de"ned as 1 MIP.

6.1. Position dependence

We calculate the average position dependence of
the truncated means (which will be referred to as
the muon response) for each counter by averaging
over the entire neutrino run. Fig. 6 shows that re-
sponse as a function of position for a typical counter.
The light collection is largest at the corners of the
counters, near the four phototubes, as expected. The
technique used to track the time dependence of the
phototube gains alters the position dependence of
each counter as a function of time, because each
phototube's gain is determined independently and
is folded into the position dependence.
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Fig. 7. Fractional energy deposition as a function of position for two phototubes in a given counter.

Fig. 6. Average counter response to muons traversing as a func-
tion of position in the counter. The coordinates are normalized
to the half-width of the counter, 1.5 m, on both axes.

6.2. Time dependence

The gain of a single counter at a particular time
during the run depends both on the gains of the
four phototubes and that of the gain of the scintil-
lator oil itself. To determine the time dependence of
the counter gains, we calculate a fractional photo-

tube map, de"ned as the fraction of light reaching
a given phototube as a function of position within
an independent counter.

These fractional phototube maps are measured
using high energy neutrino interactions in which
the pulse height is high enough to be seen in an
individual ¸O= channel, Fig. 7 shows two such
phototube maps. As expected, the fractional maps
are strongly peaked near the phototubes themsel-
ves, and drop o! sharply where two wavelength-
shifter bars meet in the center of the counter.

We then "t the muon response over a short
period of time to a function with four parameters,
corresponding to the gains of the four phototubes.
The period of time is generally two weeks, or
enough time to accumulate at least 300 events in
each truncated mean distribution. If M0(x, y, i) is
the run-averaged muon response map for counter
i as a function of x and y, and F

j
(x, y, i) is the

fraction of light reaching phototube j of counter i,
then the run-averaged muon response for photo-
tube j of counter i, P

j
(x, y, i), is simply

P
j
(x, y, i)"M0(x, y, i)]F

j
(x, y, i). (3)

The time-dependent function is then

M(x,y, i, t)"+
j

g
j
(i, t)P

j
(x, y, i), (4)
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1The temperature dependence quoted by Hamatsu is
!0.11%/3C in Ref. [11].

Fig. 8. Sum of phototube gain coe$cients, normalized to the
average gain over the entire neutrino run period, as a function of
temperature of the most upstream region of the calorimeter.

where g
j
(i, t) is the relative gain of phototube j of

counter i at time t compared to the average gain
over the entire run.

Gains vary by as much as 10% as a function of
time and by an average of !0.16%/3C, as a func-
tion of temperature1 (see Fig. 8). The temperature
dependence varies from counter to counter by
$0.04%/3C.

7. Hadron gain balance

The technique described in the previous section
determines the gain for each scintillator counter
relative to all the others, using muons that traverse
the entire detector. To set the detector's absolute
hadron energy scale we measure the calorimeter
response to a monochromatic beam of hadrons
incident on the most upstream part of the calori-
meter (see Section 12 for details). Since this hadron
beam deposits all its energy in the most upstream
10}12 counters, only those counters' hadron re-
sponse is measured. The response measured this
way would be usable for the entire calorimeter if the

hadron response were completely correlated to the
muon response. However, geometric non-uniform-
ities in the calorimeter give rise to relative di!er-
ences between the two responses, breaking the
correlation.

The NuTeV calorimeter measures the hadron
energy by sampling the shower every 10 cm of steel.
The energy deposited by a hadronic shower in the
scintillation counters is only a small fraction of the
total energy deposited in the detector. Therefore,
variations in the passive material surrounding each
counter a!ect the average hadron signal sampled in
that counter.

The muon signal, in contrast, is only dependent
on the variations in the active material. Since the
relative gain of a counter for hadrons may not be
completely correlated with the relative gain for
muons, setting the hadron energy scale for the "rst
10}12 counters is not su$cient to set the scale for
the entire detector. In this section we describe the
technique used to measure the hadron/muon gain
ratio for each counter, using neutrino interactions
that occur throughout the entire calorimeter.

Apart from their low interaction rates, neutrinos
are a perfect relative hadron calibration source for
the entire calorimeter. First of all, if the detector is
far enough away from the neutrino production
target, the energy distribution of neutrinos interac-
ting in the most upstream counter of the calori-
meter is the same as that for the most downstream
counter. The majority of events NuTeV detects are
charged current lk or l6 k interactions; in these
events both a hadron shower and a muon are
produced and deposit energy in the calorimeter.
The hadron shower deposits most of its energy in
the "rst few counters after the neutrino interaction;
the muon deposits a small amount of energy in each
counter over many counters, depending on its angle
and energy.

The average measured energy in the calorimeter
from neutrino interactions should not depend on
where the neutrino interaction occurs, assuming
that one always measures the energy by summing
over the same number of counters from the event
vertex. If one sums over the "rst 10 counters after
the event vertex, then the muon contribution to
a 70GeV shower is about 3%. The additional
muon energy deposited in the hadronic shower
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Fig. 9. Average longitudinal hadronic shower pro"les of neu-
trino events in two di!erent shower energy ranges. It can be seen
from the plots that large fraction of shower energy is deposited
in two to three consecutive counters.

region would reduce the measured e!ect, but the
amount by which the muon's presence changes the
measurement is negligible compared to the statist-
ical uncertainty in the gains.

To determine the hadron/muon gain ratio for
each counter, we need a sample of clearly identi"ed
neutrino interactions in the calorimeter. We select
events with a "nal state muon, depositing a min-
imum amount of energy over at least 20 counters
(2m of steel equivalent) after the event vertex. To
remove cosmic ray backgrounds we require that
events have a reconstructed hadron energy greater
than 20 GeV, determined by summing over the
energies of the 10 counters following the event
vertex. Since this energy cut ultimately depends on
the relative gains obtained from the technique, the
procedure must be iterated. The average hadron
energy of the events passing all cuts is about
70GeV.

Events are also required to occur at least
4 counters from the upstream end of the calori-
meter, 20 counters before the downstream end of
the calorimeter, and within 1.27m of the center of
the detector. These "ducial cuts ensure that the
event is not induced by a charged particle entering
from the side or front of the detector, and that the
hadronic shower in the event is fully contained
within the calorimeter. These "ducial volume cuts
render this technique unusable for determining the
relative gains of the 15 most downstream or 4 most
upstream counters. However, the most upstream
counter hadron/muon gain ratios are determined
using a similar technique, described here, from the
calibration beam hadron data. The "rst four
counters' gains are set by comparing the calibration
beam hadron response of showers starting in the
most upstream set of four counters to those in the
next set of four counters immediately downstream
of the "rst set whose gains have been determined
from the neutrino data.

The "tting procedure constrains the hadron en-
ergy of neutrino interactions to be constant by
varying the relative gains of the counters. Let the
visible hadron energy of a neutrino event that starts
in counter i be denoted as EHAD

i
. In a given event

the individual counter energies using the muon-
derived gains are denoted by E( j), and the had-
ron/muon gain ratio for each counter is denoted by

h
j
. In this notation,

EHAD
i
"

i`9
+
j/i

h
j
E( j) (5)

where the sum over 10 counters (1 m of steel equiv-
alent) is expected to include more than 95% of the
hadron shower. The hadron energy averaged over
all neutrino events occuring in counter i is then

SEHAD
i
T"T

i`9
+
j/i

h
j
E( j)U

"

i`9
+
j/i

h
j
SE( j)T.

In theory the average hadron energy of showers
starting in counter i depends not only on counter i's
gain but also on the gains of the nine subsequent
counters. In practice, however, hadron showers de-
posit a large fraction of their energy in only two or
three consecutive counters around the shower max-
imum, as shown in Fig. 9.

One "rst computes the average hadron energy
(EA<E) over the entire "ducial volume by setting
all the initial gains h

j
to unity, making the cuts

described above, and calculating the average
EHAD

i
over all the events that pass the cuts. Then,

one can "t for the hadron gains by minimizing a s2,
de"ned as:

s2"
80
+

i/20

(EHAD
i
(g

i
, g

i~1
, g

i~2
,2)!EA<E)2

ERR2
i

(6)

with

ERR2
i
"(SEHAD2

i
T!SEHAD

i
T2)/N

i
. (7)
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Fig. 10. Relative hadron/muon counter gains which arise from
detector non-uniformities unrelated to scintillator thickness.

N
i

is the number of neutrino events, passing all
cuts, starting at counter i, the error is calculated
assuming the gains h

j
are all set to their initial

values (which for the "rst pass is simply unity). To
"t for the gains, in theory, one simply has to minim-
ize the s2 de"ned in Eq. (6), determine the gains,
and then iterate, making the energy cut and re-
computing the new average and errors using the
gains from the previous iteration.

In fact, the s2 de"ned in Eq. (6) is unstable,
because a hadron deposits most of its energy in two
or three consecutive counters at the shower max-
imum; this causes a strong correlation between the
two counters next to each other. The s2 computed
this way is low not only for uniform gains very close
to 1 but also for gains which are staggered by
a certain amount, where the even counters are all
high and the odd counters are all low (or vice
versa). This variation in hadron gains is larger and
more regular than would be expected from detector
non-uniformities in thickness and composition of
material. This arti"cial hadron gain variation is
avoided by separately "tting the gains using events
whose showers start in every other counter (for
example, even-numbered counters), then using the
complementary set of events (for example, showers
starting in odd-numbered counters) and re"tting.
The resulting gains for all counters are consistent
between the two "ts, have smaller errors than when
all showers are included at once, and are much
closer to unity.

By averaging the two "t results and iterating, the
gains are stable to better than 0.2% after 3 iter-
ations. The statistical uncertainty in each relative
gain is about 0.9%, and is larger near the down-
stream edge of the detector where there are only
events starting upstream of those counters. Fig. 10
shows the gains obtained after four iterations using
the technique described in this section. The gains
have an RMS of 2.3%, and are consistent with
geometrical non-uniformities in the calorimeter
(water bag thicknesses, steel plate thicknesses, etc.).

The relative hadron gains allow the absolute
hadron energy scale of the entire calorimeter to be
determined by measuring the response of the most
upstream counters to a monochromatic hadron
beam. The total statistical uncertainty in the had-
ron gains in the overlap region where there is both

calibration beam and neutrino data is equal to
0.4%, and dominates the overall uncertainty in the
hadron energy scale. Each individual counter's
hadron/muon gain ratio uncertainty (0.9%) is un-
correlated between counters. The contributions of
this uncertainty to the calibration beam energy
measurement is re#ected in the uncertainty in had-
ron response measurement, and is negligibly small
due to the statistically random longitudinal devel-
opment of hadron showers (see Section 12). The
relative gains obtained using the technique de-
scribed in this section are used for the energy recon-
struction in both the hadron and electron response
measurements.

8. The NuTeV calibration beam

NuTeV is designed to include a simultaneous
calibration beam separated from the neutrino beam
by 1.4 s, yet running within the same 1-min acceler-
ator cycle (see Fig. 11). The calibration beam is used
to set the absolute energy scale of the experiment,
and also to measure the response of the calorimeter
to hadrons, electrons, and muons, so that the de-
tector can be accurately simulated. Finally, the
calibration beam helps to monitor the time depend-
ence measured by the muon map technique de-
scribed in Section 6.

The calibration beam period within a cycle is
18 s, and the typical beam incident angle to the
center of the NuTeV calorimeter is 43 mrad in the
horizontal direction (0 mrad in vertical) with re-
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Fig. 11. Accelerator time structure. Note that the interval be-
tween the last neutrino ping and the slow spill calibration beam
is only 1.4 s, allowing essentially an in situ calibration.

spect to the centerline of the calorimeter. The calib-
ration beamline can transport particles of energies
from 4.8 to 190 GeV; and, depending on the beam-
line apparatus and magnet settings, can produce
high-purity beams of electrons, hadrons, or muons
at energies above 30GeV.

The beamline is instrumented as a low mass
spectrometer with a long lever arm. The distance
between the most upstream chambers in the spec-
trometer and the momentum-analyzing magnets is
83.3 m, and the distance between the most down-
stream chamber and the magnets is 69.2 m. This
separation allows a modest alignment uncertainty
of 1 mm to translate into only a 0.1% uncertainty
in the absolute momentum scale. The event-by-
event resolution of the spectrometer, dominated by
multiple scattering, is better than 0.3% at most
energies. The beamline instrumentation is supple-
mented for some of the run with a removable
Cherenkov detector and a TRD array used to
measure the beam particle composition.

Over the course of the experiment, standard runs
were taken at least once a week (50 and 100GeV
hadrons) and hadron energy scans between 4.8 and
190GeV were taken once a month. Overall, NuTeV
accumulated a total of 17 million test beam
triggers.

8.1. Beam time structure

The accelerator time structure during the
1996}97 Fermilab "xed target run is depicted in

Fig. 11. The accelerator complex cycles every 60.1 s.
The neutrino beam is delivered in "ve fast reson-
ance extraction pulses (`pingsa) of 5 ms width; the
pings are separated by 0.5 s. The NuTeV slow spill
calibration beam begins 1.4 s after the last ping and
has a duration of 18 s with uniformly distributed
beam intensity. This calibration beam is delivered
by a beamline completely independent of the neu-
trino beamline. This time structure permits con-
tinuous calibration data to be taken concurrently
with the neutrino beam, and allows an in situ calib-
ration of the detector.

8.2. Beam selection scheme

The NuTeV calibration program involves elec-
trons, hadrons, and muons with momenta between
4.8 and 190GeV. The beamline described in Fig. 12
is used to select the di!erent high-purity beams.

The target (NT8TGT) in the calibration beam is
a 7.5 cm (W)]7.5 cm (H)]30.3 cm (L) aluminum
block. Protons of momentum 800 GeV strike the
target with an integrated intensity between 4]1011
and 8]1011 throughout the 18 s long slow spill.
The secondaries are then focused by a set of quad-
rupole magnets (NT9Q1 and NT9Q2) to the
enclosure NTA, and collimated by a horizontal
collimator (NT9CH) whose opening is adjusted de-
pending on particle type and intensity. The polarity
of the beamline is set to direct negatively charged
particles to reduce intensity.

The horizontal collimator is then followed by
a string of dipole magnets (NT9W-1 through 5) for
initial momentum selection. The collimator
(NT9CV) following this set of dipoles is used to
further diminish the intensity.

The `Ferris wheela (NTACON), located immedi-
ately downstream of the set of collimators and the
initial momentum selection dipoles, has four
mounts, each placing a di!erent thickness of mater-
ial into the beam at a time. The thicknesses corres-
pond to an empty hole, 0.2X

0
, 6X

0
, and 12X

0
. The

empty hole is used for the muon mode, and
the 0.2X

0
piece is used for the electron mode. In

the electron mode, the magnets downstream of the
`Ferris wheela are tuned for 20% lower momentum
particles to compensate electron energy loss in the
material. The two higher radiation length materials
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Fig. 12. NuTeV calibration beamline schematics. The `Ferris wheela (NTACON) with four di!erent thickness converter material is used
to select pure hadrons or electrons. The 6 m long Be "lter(NTBBE) is used to select pure muons. The numbers on the left-hand side of
each component indicate the relative distance of the component to the primary target (NT8TGT) in meters. Some beam position and
intensity monitoring devices are not drawn in this "gure because they are irrelevant for this paper.

are put in the path of the beam for hadron modes to
eliminate electrons from the beam. The thicker ma-
terial is used for higher energy beams; the thinner,
for lower.

The pinhole collimator (NTAPIN) following the
`Ferris wheela is placed in the beam only for higher
energy hadron modes (E'30GeV) to further cut
down intensity and increase radiation safety. Typi-
cally, the size of the hole in the pinhole collimator is
5 mm]5 mm, and the momentum bite set by this
collimator opening is approximately 0.2GeV.

The 6.4 m long beryllium "lter (NTBBE) is only
used in muon modes to "lter out hadrons and
electrons from the beam. The energy loss of muons
in the "lter is approximately 1.9 GeV; the survival
probabilities of hadrons and electrons through the
"lter are less than 3.4]10~7 and 3.5]10~8, re-
spectively. The "lter is followed by two additional
sets of dipoles (NTBW1-1, 2, 3, NTBW2-1, and 2)
for further momentum selection re"nement. This
combination of three large dipole strings through-
out the long stretch of the beamline removes
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Fig. 13. A schematic view of the NuTeV calibration beam spec-
trometer system. The large distances between the chamber sta-
tions allow accurate absolute momentum determination.

Fig. 14. PMT signals of the C[ herenkov counter with 160 Torr
nitrogen gas. A clean particle separation between n(C

1
), K(C

2
),

and p6 (ped) at 50 GeV is apparent.

virtually all possibility of contamination by un-
wanted particles and momenta.

A "nal precision spectrometer is used to measure
the beam momentum on an event-by-event basis.
The spectrometer begins with two small area drift
chambers (SDWC1 and SDWC2 in Fig. 12) posi-
tioned at the downstream end of the last dipole
string in the same beam enclosure (NTB). Fig. 13
shows a schematic view of the NuTeV calibration
beam spectrometer system. The particle ID system,
consisting of a Cherenkov counter followed by an
array of TRDs, is located just upstream of the
second set of chambers; these chambers were posi-
tioned immediately upstream of the spectrometer
dipole magnet string. When particle identi"cation
is not needed, these detectors are rolled out of the
beamline and are replaced by a vacuum pipe to
reduce multiple scattering.

The last dipole in the spectrometer magnet string
can be rotated. This dipole is an integral part of the
spectrometer for beams with energies greater than
or equal to 120GeV and is also used to direct the
beam to various positions on the detector surface
for position dependent response measurements.

8.3. Particle identixcation and beam purity

The Cherenkov counter provides particle identi-
"cation for pions, kaons, anti-protons, and elec-
trons, depending on the type of gas and the
threshold pressure for each type of particles. The
Cherenkov counter is equipped with two PMTs,
C

1
and C

2
, placed to face opposite directions, and

is designed to act as a di!erential Cherenkov
counter. C

1
, accepts low angle ((4.5 mrad)

Cherenkov light from heavy particles, and C
2
, ac-

cepts large angle light from lighter particles of the
same momentum.

Fig. 14 demonstrates the excellent particle identi-
"cation for anti-protons, kaons, and pions within
the 50GeV hadron beam using the Cherenkov
counter under nitrogen at a pressure of 160 Torr.
While the small signal in the pedestal region is
dominated by anti-protons, it could also be con-
taminated by other particles due to ine$ciencies in
C

1
and C

2
. An ine$ciency study, performed by

counting the number of pedestal events for the clean
muon sample with Cherenkov pressure above the
muon threshold, shows that the C

1
and C

2
ine$c-

iencies are less than 0.24% and 0.008%, respectively.
Table 2 summarizes the beam particle composi-

tion for various hadron tunes. It is well demon-
strated that the contamination from electrons in
the beam for hadron tunes of momentum greater
than 30GeV is less than 0.25%, minimizing the
systematic error in hadron response measurements.

8.4. The calibration spectrometer

The spectrometer is designed to measure the
absolute momentum of the calibration beam

D.A. Harris et al. / Nuclear Instruments and Methods in Physics Research A 447 (2000) 377}415 389



Table 2
Summary of particle composition (e~/p~/K~/p6 ) in the hadron
calibration beam for various energies

P Electron Hadron fraction (%)
(GeV) fraction (%)

5 92 8
7.5 72 28

15 66 34 (p~: 95.6, p6 #K~: 4.1)
20 (1 '99 (p~: 95.5, p6 #K~: 4.5)
30 (0.25 '99.75 (p~: 94.9, p6 #K~: 5.1)
50 0 100 (p~: 93.9, K~: 3.1, p6 : 3.0)
75 0 100 (p~: 91.7, K~: 5.1, p6 : 3.2)

120 0 100 (p~: 91, K~: 6.2, p6 : 2.8)

Fig. 15. ¹
1

vs. ¹
2

for x-view of an SWDC plane. The cluster of
points along the line with slope !1 to the left corresponds to
the region between the x and x@ wires; these events are used for
track "tting. Non-linear time-to-distance e!ects are visible for
very long drift times and for events very close to the sense wires.

particles to better than 0.3% on an event-by-event
basis. This is accomplished by two means. First,
precisely calibrated dipole magnets are used, with
:Bdl known to better than 0.1% in the region
traversed by the beam. Secondly, the bend angle is
measured to better than 0.1% using drift chambers
positioned over the 500 m beamline, providing
a long lever arm. This long length of the spectro-
meter chamber spacing allows us to tolerate a rela-
tive chamber alignment uncertainty of &100 lm.

8.4.1. Upstream tracking
The position and the angle of the calibration

beam tracks are determined at the upstream end of
the spectrometer magnet by four 12 cm]12 cm
Single Wire Drift Chambers (SWDC) [12]. Each
chamber consists of a pair of sense wires o!set by
$2.03 cm from the beam center in each view. The
operating gas (an equal mixture of Ar and C

2
H

6
)

and the "eld-shaping wires provide a saturated
49 lm/ns drift speed over most of the gas volume.
This can be seen in Fig. 15, where the drift times
measured on the two sense wires are plotted against
each other. The dark band with slope !1 is pro-
duced by tracks passing between the two wires.
The two bands with slope #1 are produced by
tracks passing on the same side of the two wires.
Small non-linear drift e!ects can be seen at very
long and very short drift times. These e!ects are
eliminated by using only tracks passing between
the two wires.

The chambers are grouped into two stations of
two SWDCs each. One station is located immedi-

ately upstream of the most upstream spectrometer
magnet; the other 83.3 m upstream of that station.

Chamber position resolution can be determined
by measuring the width of the distribution of di!er-
ences in position measurements for a track passing
between the two sense wires, and then dividing by
J2. This is shown in Fig. 16, demonstrating that
the chambers have a resolution of 300 lm. Cham-
ber alignment is achieved through an initial optical
survey to an accuracy of 50 lm. The integrity of the
alignment is constantly checked using the straight
test beam tracks, with the spectrometer magnets
removed from their normal positions. Residual
misalignments are estimated to be )100 lm and
make a negligible contribution to slope and inter-
cept measurements.

Fig. 17 shows the distribution of slope, intercept,
and s2 for a typical upstream sample of tracks in
each view. Tracks enter the spectrometer at projec-
ted angles of h

x
"74 mrad, h

y
"!0.3 mrad with

angular spreads of p
x
"0.2 mrad, p

y
"0.08 mrad.

The width of the beam is approximately 2.5 cm in
x and y, set by the trigger paddles. The s2 distribu-
tions are consistent with their expected shape,
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Fig. 16. Di!erence in coordinates, X
1
!X

2
for an SWDC

chamber plane from a sample of calibration beam tracks. The
solid line represents a Gaussian "t on the distribution. The p of
this distribution is 420 lm, implying a spatial resolution of
300 lm.

Fig. 17. (A and B) Track slopes in x and y at the upstream end of
calibration spectrometer magnets as determined by chamber
tracking. (C and D) Beam pro"le in x and y at the upstream end
of calibration spectrometer magnets as determined by chamber
tracking. (E and F) s2 distribution of the upstream chamber "ts
in x and y views. Solid lines represent the expected normal
s2 distributions. Note that both distributions follow the ex-
pected normal s2 distributions.

giving us con"dence that the upstream tracking is
well understood.

8.4.2. Downstream tracking
The downstream section of the spectrometer

consists of two 3m]3m drift chambers separated
by 45.5m. The "rst chamber downstream of the
spectrometer magnet string is positioned 23.7m
from the downstream end of the last momentum
analyzing magnet. Fig. 18 shows the s2 distribu-
tions of the spectrometer tracking "t, using the
chambers upstream and downstream of the spec-
trometer dipole magnets. These distributions fol-
low the expected s2 distribution, giving con"dence
in the absolute momentum determination.

8.4.3. Spectrometer magnet calibration
The Fermilab Magnet Test Facility (MTF) calib-

rated the "ve EPB dipoles [13] (four plus an un-
used spare) used in the spectrometer. Precise :Bdl
data were taken at the centerline of the magnet and
are tied to magnet current and Hall probe voltage
readout recordings. Shape studies are performed
for :Bdl vs. horizontal position at "xed vertical

position and magnet shunt current measurements
[14]. Data are summarized by polynomial "ts to
the :Bdl measurements as functions both of Hall
probe output and magnet current.

While shunt devices can be internally calibrated
to better than 1 part in 104, the current reading
in the two di!erent con"gurations (i.e., di!erent
power supplies, buses, cables, and shunts) may dif-
fer by substantially more and cannot be used to
obtain the absolute :Bdl. Therefore, the absolute
:Bdl is determined in the data taking con"gura-
tion based on the Hall probe vs. :Bdl calibration
data. Further details of the magnet calibration are
described elsewhere [15].

Each of the four Hall probes is attached to
a probe holder before the holders are mounted in
the magnets. The probe holders are located approx-
imately in the center magnet aperture on the lower
pole face near the magnet opening. (Fig. 19).
Holders are angled to keep the probe cables from
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Fig. 18. s2 distribution for X (A) and > (B) view of calibration beam spectrometer track "t using chambers upstream and downstream of
the spectrometer magnet string. The solid lines represent expected normal s2 distributions. Ten points are used in the three-parameter "t.

Fig. 19. A schematic diagram of the Hall probe and the holder location inside the magnet.

interfering with the beam and vice versa. The
NuTeV data acquisition system reads out and re-
cords the Hall probe values once per spill. :Bdl
data are calculated for all events within a given spill
using quadratic "ts to the MTF Hall probe calib-
ration data.

Table 3 summarizes the :Bdl vs. Hall probe "ts
to the data. The :Bdl}Hall probe relationship is
very nearly linear, with the o!set and quadratic
corrections (A

0
and A

2
in Table 3) only a few

parts-per-thousand of the linear calibration con-
stants A

1
. Fig. 20 compares the coe$cient A

1
for
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Table 3
Coe$cients of "ts to :Bdl vs. Hall probe readout for di!erent calibration spectrometer EPB dipole/Hall probe combinations. The "ts
are of the form :Bdl"A

0
#A

1
H#A

2
H2, where H is the Hall probe readout in Tesla and :Bdl is in units of Tesla-meters

Magnet Probe A
1

(m) A
0

(T m) A
2

(T~1m)

11243 95421 !3.03617 !0.00517 0.00574
11243 95420 !3.04009 !0.00438 0.00283
11243 95422 !3.03576 !0.00448 0.00130
11243 95423 !3.03392 !0.00276 0.00056
11459 95421 !3.03770 !0.00491 0.00046
11632 95421 !3.03575 !0.00532 0.00078
11694 95420 !3.03983 !0.00351 0.00066
20015 95421 !3.04207 !0.00473 0.00051

di!erent probe-magnet combinations; variations
from dipole-to-dipole and probe-to-probe are at
the level of a few tenths of a percent. Linear "ts do
not characterize the data to the required accuracy
()0.1% deviation), but quadratic "ts describe well
both polarities of current ramping. Fig. 21 shows
the "t results superimposed on the data for one of
the magnets; plotted are the :Bdl points divided by
the probe readout in order to accentuate non-linear
e!ects.

As a check, :B dl values have also been cal-
culated from high-order polynomial "ts to :B dl vs.
magnet shunt current data taken at MTF. Fig. 22
compares the Hall probe determination to the
shunt current determination of three spectrometer
magnets for a typical run. The two determinations
agree within the expected precision of the shunt
current measurement.

8.5. The calibration trigger

The calibration beam trigger consists of two
small scintillator paddles shaped to shadow the
`good "elda regions of the spectrometer magnets.
The two paddles are positioned immediately up-
stream and downstream of the momentum ana-
lyzing magnet string. Fig. 23 shows a schematic
diagram of a calibration beam trigger scintillator
paddle. The `good "elda region, mapped out with
:Bdl measurements described above, consists of
the region across the face of the magnet over which
the :Bdl varies by less than 0.1% from its value at
the center of the magnet. This unbiased trigger,
with no energy requirement in the calorimeter,

automatically maintains the 0.1% tolerance on
the :B dl.

9. Corrections for systematic e4ects

In order to achieve sub-per cent precision in the
absolute energy scale calibration, NuTeV needs to
account for a number of systematic e!ects. Most of
these are because the gains of the calorimeter are
determined using muons from the neutrino beam,
averaging the detector response over a long period
of time (typically a week or more); the calibration
beam runs, however, take place over much shorter
time periods (for example, some hadron energy
tests run for as little as an hour). The time-
dependent e!ects discussed in this section are
high-voltage and temperature due to variations in.

It should also be noted that there are di!erences
between the energy deposition from a neutrino
interaction and that from an incoming beam of
particles. One of these is the calibration beam com-
position. The particle type dependence of the en-
ergy deposition is studied, and correction for the
anti-proton contamination is applied for "nal en-
ergy scale calibration. Another di!erence is that
a neutrino may interact at di!erent distances from
a scintillation counter, while the calibration beam
always enters the calorimeter at the front (in par-
ticular, electrons always interact in the "rst
counter, which is preceded by 5 cm of steel). For
this reason special care is taken to ensure that the
calibration of the "rst few counters in the calori-
meter is consistent with that of the latter ones.
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Fig. 20. Comparison of linear coe$cients in :Bdl vs. Hall probe readout for di!erent EPB dipole/ Hall probe combinations for the
NuTeV calibration beam spectrometer magnets.

9.1. Environmental and voltage monitoring system

In order to obtain corrections for systematic
e!ects, temperature, pressure, humidity, high volt-
ages, and low voltages are monitored locally by
a microprocessor controlled system. This system
communicated periodically with the data acquisi-

tion computer to record the monitored data on the
same tape as the neutrino and calibration data. The
period for recording this data is one beam cycle,
about 1 min.

The microprocessor signals are digitized by a
12-bit ADC and then read into a Basic Stamp BS2
microprocessor. The signal is averaged over many
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Fig. 21. Results of quadratic "t to :Bdl vs. Hall probe readout for a typical EPB dipole in the NuTeV calibration spectrometer. :Bdl/H
vs. H, where H is the Hall probe reading in Tesla and :Bdl in Tesla-meters is plotted to show the non-linear region at low "elds.

readings to avoid noise. The results of this aver-
aging are transmitted via a standard serial com-
munication network to a computer in the control
room. This computer monitors these values, issues
warnings when values began to deviate from the
standard, issues alarms when the values are out of
limits, and transmits the raw data to the data ac-
quisition system to be written to tape.

The temperature of the calorimeter is monitored
with a digital temperature integrated circuit to
a resolution of $0.63C. The temperature probes
are placed in four locations on every 14th calori-
meter counter unit. The absolute atmospheric
pressure is monitored in four locations with a res-
olution of $1.5%. The other environmental vari-
ables are monitored to a resolution of $2% in
several places throughout the experimental hall.

The calorimeter PMT high voltages are
monitored using the LeCroy 1440 main frame
readout system. The readout is recorded once per
cycle to the data tape together with neutrino and
calibration data.

9.2. Beam component correction

The absolute hadron energy scale of the calori-
meter is determined by measuring its response to
single pion interactions. Any di!erence in the re-
sponse of the detector between pions and the kaons
or anti-protons which contaminate the calibration
beam must be accounted for when the absolute
energy scale is set. These di!erences in the calori-
meter response are investigated using clean samples
of each particle type using the Cherenkov counter
information.

Based on the studies using the hadron beam at
various energies, we "nd that the calorimeter re-
sponse to kaons agrees with the response to pions.
However, showers from anti-protons show higher
responses (by &1GeV) than the showers from
pions, due to the pp6 annihilation at the end of
shower development process. This e!ect has been
discussed in a previous calorimeter review [16].

At high energies (*50GeV), the anti-proton
contamination is small and the e!ect is found to be
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Fig. 22. Ratio of :Bdl calculated from magnet shunt current to the value calculated from the Hall probe for a typical NuTeV calibration
run.

Fig. 23. A schematic drawing of the NuTeV calibration beam
trigger scintillation paddle.

negligible ((0.03%); this e!ect is very important,
though, at low energies. Table 4 summarizes the sizes
of the correction factors, the contamination of kaons,
anti-protons, and the shower responses (normalized
to the pion shower response) of the calorimeter.

9.3. Muon radiative equilibrium (RE) correction

When a muon traverses material, it loses energy
via electromagnetic processes: knock-out electrons
(d-ray) from atoms, bremsstrahlung, e`e~ pair pro-
duction, etc. While most of the knock-on electrons
are low-energy electrons that do not penetrate deep
into the material, high-energy electrons from muon
energy loss processes can leave energy in several
counters. Thus, the energy deposited in the most
upstream few counters in the NuTeV calorimeter is
relatively lower than other downstream counters
since the upstream units have less material in front
of them. This e!ect is called the radiative equilib-
rium (RE) e!ect. Since the NuTeV calibration beam
enters the detector striking the most upstream
counters, and the gain corrections for the counters
are determined relative to muon energy deposited
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Table 4
Hadronic shower responses from kaon and anti-proton nor-
malized to that of pions, and the correction factors to the
hadronic shower energy, especially due to the anti-proton e!ect

P Shower response Fraction Correction
(GeV) (normalized to pion) (%) to E

)!$
(%)

5 p6 1.2 3$1 !0.6$0.2
10 p6 1.1 3$1 !0.3$0.1
15 p6 #K~: 1.054$0.017 4.1 !0.22
20 p6 #K~: 1.033$0.010 4.5 !0.15
30 p6 #K~: 1.027$0.006 5.1 !0.14
50 p6 : 1.011$0.006 3.0 !0.017

K~: 0.995$0.006 3.1
75 p6 : 1.008$0.004 3.2 !0.010

K~: 0.997$0.004 5.1
120 p6 : 1.005$0.004 2.8 !0.002

K~: 0.998$0.003 6.2

in a given counter, for a true energy measurement
one must apply corrections to the gain factors to
account for the RE e!ect. This e!ect causes an
arti"cial overestimate of the energy deposited in
a few upstream counters relative to the downstream
ones.

We determine the size of this correction using
a high statistics GEANT Monte Carlo study. Since
this e!ect reduces the muon gains for the most
upstream and the second most upstream counters
by 1% and 0.4%, respectively, the normalized had-
ron energy deposit in these two counters must also
be reduced by the same factors. The resulting over-
all size of this correction to the hadronic response is
less than 0.1%.

9.4. Temperature correction

Many characteristics of the NuTeV calorimeter
} PMT high voltage, PMT quantum e$ciencies,
scintillator light yield, electronics noise, etc.
} change with temperature. These changes contrib-
ute to the temperature dependence of the overall
gain. Separating systematic e!ects from these di!er-
ent sources is di$cult and unnecessary. The net
e!ect that the temperature has on the overall gains
of the PMTs is shown in Fig. 8 in Section 6. By
plotting the counter gain for short running periods
versus the average temperature during that short
period, one sees a de"nite trend; this trend is consis-

tent, however, with what is expected from photo-
tube temperature dependence alone (see
footnote 7).

The muon map of the counter for a given run-
ning period is the time-integrated, beam-weighted
response of the counter for a particular period of
time. Since the neutrino data itself is, by de"nition,
beam-weighted, the `average temperaturea for a
muon map is also the average temperature for the
neutrino data.

This is not true for calibration beam data, since
a particular calibration beam study might only take
a few hours, while the average muon map is cal-
culated over a few weeks. If, during the few hours of
the calibration beam study, the temperature is sig-
ni"cantly di!erent from the average temperature
for the muon map used, the gain of the calorimeter
during that brief time interval would be di!erent
from the muon map average gain. To correct for
these gain di!erences, a temperature correction is
applied to the calibration beam data on an event-
by-event basis, such that the e!ective muon map
used would be the appropriate muon map for that
particular temperature.

To calculate the corrections, the average gain for
each counter (G"(g

A
#g

B
#g

C
#g

D
)/4) is lin-

early correlated to the measured temperature
from the sensors located on the calorimeter
(G(¹)"A]¹#B). Although there are sensors
placed along the length of the calorimeter and the
temperatures are measured throughout the experi-
mental hall, the temperatures measured by the sen-
sors near the least insulated part of the calorimeter
are used to determine the temperature correction.
The temperature correction to each counter is sim-
ply the "rst term in the Taylor expansion of
ratio of G(¹

.60/ .!1
)/G(¹

#633%/5
), or (1!B/A]

(¹
.60/ .!1

!¹
#633%/5

)). Temperature corrections
tend to be as large as several tenths of a percent.

9.5. High-voltage correction

Counters in the NuTeV calorimeter have four
PMTs, one in each corner, as described in Section
2. The overall gain of a given counter depends
strongly on the combination of the individual PMT
gains. One of the systematic factors that directly
a!ects the gain is the PMT high voltage (HV).
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Fig. 24. Typical HV readout values for four randomly selected PMTs. As one can observe, the HV readout does not vary more than 2}5 V.

Thus, for a high-precision calibration, it is impor-
tant to correct for overall gain #uctuations due to
any HV variation.

The PMT gain variation as a function of HV is
measured prior to running for all PMTs used in the
calorimeter, and is parameterized as

g
PMT

"a<a (8)

where g
PMT

is the gain of the given PMT, < is the
HV in units of volts, and a and a are the "t param-
eters. The exponents a are determined for each
PMT, and a typical value of a is &6.8.

The NuTeV experiment implemented a slow
monitoring system that monitored PMT HV
values as described in Section 9.1. Six LeCroy 1440
HV mainframes supply high voltage to the calori-
meter PMTs. The slow monitoring system read out

1 HV channel per second and completely cycled
through all HV channels in 5 min. The entire record
in the database is written to the neutrino data tape
once every beam cycle as the last record in the given
cycle. The readout resolution of the NuTeV HV
slow monitoring system is &1 V; the PMTs are
typically set at between !1400 and !1500 V.

A study based on a total of 280 000 measure-
ments of each individual HV read-back, taken over
the entire run period, reveals that the typical vari-
ation of each PMT HV readout is within 2V and
the RMS of the distribution is typically less than
0.5V. Fig. 24 shows typical HV readout values of
four randomly selected PMTs for all the readings
throughout the entire run.

Despite the fact that we expect very small correc-
tions due to HV variations based on the HV
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readout measurements, we correct for HV for the
calibration beam because calibration runs are typi-
cally localized in time while the gain correction
factors are averaged over a longer time period.

HV corrections for each counter are done using
the measured parameters in Eq. (8), relative to the
counter gain correction factor at the center of the
counter, averaged over the muon response map
period. The relative gain correction factor is com-
puted using Eq. (8) on an event-by-event basis and
normalizing the gain at the given HV readout to
that at the average HV readout of the PMT in the
given run. The relative correction factor for counter
i, f i

HV
, is de"ned as

f i
HV

"

+4
j/1

PH
ij
(S<

ij
T/<

ij
)aj

+4
j/1

PH
ij

(9)

where S<
ij
T is the average HV readout value of

PMT j of the counter i for the given run, <
ij

is the
HV readout for the given event, a

j
is the exponent

in Eq. (8) for PMT j, and PH
ij

is the individual
pulse height from the PMT j. As we expect, the
typical overall size of this relative correction factor
is on the order of 0.1% or less.

10. Measurement of muon energy loss in the
calorimeter and comparison with GEANT

The toroid spectrometer is located downstream
of the 690 ton NuTeV calorimeter. For an accurate
measurement of a neutrino-induced muon mo-
mentum, the energy lost by the muon in the calori-
meter (*E) must be included. A precise
measurement of *E is also necessary for the calib-
ration of the toroid using test beam muons. Know-
ledge of muon energy depositions is also needed for
the hadronic energy measurement, since muons,
originating in lk charged current interactions, con-
tribute to hadronic shower pulse heights.

A minimum-ionizing particle passing through
the detector leaves a characteristic energy deposit
in each of the scintillation counters. The energy loss
of a muon traversing the calorimeter changes with
energy. For high-energy muons the contribution to
the muon energy loss from bremsstrahlung, elec-
tron}positron pair production, and nuclear inter-

actions increases. These processes may yield
larger electromagnetic showers than would be true
for a strictly `minimum-ionizinga particle. A
coarse sampling calorimeter, such as NuTeVs, is
strongly non-linear in energy between a fraction
of an MeV to a few GeV. Hence, the conversion of
the light yield induced by a muon passing through
the counters to measured muon energy loss in
the calorimeter requires a di!erentiation between
lower and higher energy processes. We use a
GEANT-based [27] simulation of the detector
(McNuTeV) to determine the best pulse height to
GeV conversion method or `reconstruction algo-
rithma for the total energy lost by the muon, *E.
Tests of both the GEANT simulation and the re-
construction algorithm are described in the follow-
ing sections.

10.1. Counter pulse height simulation using
GEANT

The NuTeV calorimeter simulation segments the
calorimeter into six identical carts, each of
which consists of seven unit calorimeter layers de-
scribed in Section 2. The steel, water, drift chamber
gas, lucite, mylar, polythene, air, copper, and G10
are speci"ed as separate GEANT volumes, building
the layers with sizes and con"gurations closely
matching the physical detector. We "nd that very
detailed modeling of the detector is necessary to
achieve good agreement between calibration beam
data and the GEANT simulation of muon re-
sponses.

We use version 3.215 of GEANT and set the
physics control variables to their default values,
with the exceptions listed in Table 5. The energy
deposited in scintillation counters follows an ava-
lanche in our 10-stage model of PMTs and is
smeared statistically at each step. The number of
photoelectrons used in the smearing is tuned to
match the widths of muon dE/dx deposition in
the data. Pedestals, gains, and the digitization
of LOW and HIGH channels of electronics are
also simulated. Observed pulse heights, both for
data and for the simulation, are expressed in units
of MIPs, where 1 MIP is de"ned as a truncated
mean of the energy loss of 77 GeV muon (see Sec-
tion 6). The resulting GEANT events are passed
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Table 5
Parameters with changed values from their default values in
GEANT V3.215

Process Value

Rayleigh scattering ON (IRAYL"1)
c-induced "ssion ON (PFIS"1)
d-ray generation above DCUTE"100 keV
Restricted Landau below DCUTE"100 keV
Direct pair production ON (PPCUTM"2.04 MeV)
Bremsstrahlung tracking (BCUTE"100 keV)

(BCUTM"100 keV)
Other particles CUTGAM"100 keV

CUTELE"100 keV
CUTNEU"100 keV
CUTHAD"100 keV
CUTMUO"1 MeV

through the same analysis chain as the actual data
events.

10.2. Data/GEANT comparisons for muons

Muon calibration beam data are taken through-
out the 1996}97 NuTeV run totaling approxim-
ately 250 10 000-event data sets. Most of that data
are 50GeV muon sets used for measuring the mag-
netic "eld of the toroid. Another subset, also used in
this study, consists of runs with muon energies
spanning from 12.5 to 190GeV. GEANT samples
are generated with the energies, momenta, and
positions at the entrance to the calorimeter match-
ing the calibration beam data samples. In the com-
parisons, cuts are applied to the calibration beam
muons to assure that the momentum measured in
the test beam spectrometer and the x- and y-vertex
positions are reconstructed within $3 standard
deviations around the mean value.

Fig. 25 illustrates the detector response to calib-
ration beam data (histogram) for muons of energies
of 15, 50, 100, and 166GeV. The GEANT simula-
tion is marked by crosses. DVTEN shown in the
plots is the pulse height of a counter measured in
units of MIP's, after application of the position
dependent gain correction discussed in Section 6.1.
It uses the HIGH channel of electronics until its
ADC saturation (1900 ADC counts), and the LOW
channel readouts above that. The DVTEN distri-

butions in muon energy bins are "tted with a "ve-
parameter asymmetric Gaussian "t, F, in which
the width of the Gaussian runs on one side, varying
with the x-axis:

F"

P
3
e~(x~P2 )2@2p2

DP
1
P
3
D

(10)

p"P
3

max(1,(1!(P
4
#xP

5
)(x!P

2
))). (11)

Fig. 26 gives the values of the four parameters of
these "ts (peak of the Gaussian portion of the
distribution P

2
; its width P

3
; and P

4
and P

5
, two

parameters describing the asymmetric tail) as
a function of muon energy. The Monte Carlo is
represented by open circles; the muon data sets, by
solid circles and stars. The calibration beam data
show that the most probable value of muon energy
loss in a counter is independent of muon energy in
the 20}200GeV range (see Fig. 26(A)). This is to be
contrasted with almost linear increase with muon
energy of the mean energy loss in the counter (see
Fig. 29(A)). Fig. 27 shows the pulse heights summed
over 84 counters traversed by muons (DVTEN
SUM distributions). This summed plot would mag-
nify small discrepancies (e.g., in the tails) in com-
parison of calibration data and the Monte Carlo,
but GEANT still describes the data well. A sum-
mary plot containing "t parameters to DVTEN
SUM histograms for all available muon energy
points is shown in Fig. 28. The mean and RMS
values (not from "ts, but from the histogram statis-
tics) for the DVTEN and DVTEN SUM distribu-
tions are plotted in Fig. 29. From these calibration
beam data-GEANT comparisons, we conclude that
both the low- and high-energy components of the
muon energy loss in the calorimeter are well
modeled in our Monte Carlo over the full scale of
such depositions. Modeling of GEANT muon en-
ergy loss in the steel and remaining absorber mater-
ials can be checked using so-called range-out
muons. Those are low-energy calibration beam
muons that stop in the calorimeter. Our measure-
ments give the mean length of 75.7$0.3 counters
for a 12.5GeV muon in the data versus 74.7$0.09
in the simulation. The agreement between data and
Monte Carlo in the mean length is only within
about three standard deviations. One possible

400 D.A. Harris et al. / Nuclear Instruments and Methods in Physics Research A 447 (2000) 377}415



Fig. 25. Counter response to muons in calibration beam (histogram) and Monte Carlo (crosses) for muon of energies of 15 (A), 50 (B),
100 (C), and 166GeV (D). DVTEN (HIGH/LOW channel depending on saturation) are muon map corrected and measured in MIPs. All
84 counters contribute to the distributions. Solid lines represent 5-parameter asymmetric Gaussian "ts (Eq. (10)) to the distributions.

cause of this disagreement is the lack of any corre-
lated counter noise in the Monte Carlo.

10.3. Study of muon energy loss reconstruction
algorithm using GEANT

The goal of this study is to "nd an optimal
algorithm to determine the muon energy loss in the
calorimeter, *E, from the observed muon pulse
height. We reconstruct *E and compare it to the
`truea *E known from GEANT on an event-by-
event basis in the range of 15}190GeV. We de"ne
TCUT as the counter pulse height at which we
switch from applying C

l
(`low-energya) to

C
%

(`high-energya) conversion from MIPs to GeV,
under the assumption that su$ciently high pulse
heights arise from electromagnetic processes sam-

pled over several counters. Three di!erent recon-
struction schemes for *E are studied:

Method a: A model of two conversion constants
C

l
and C

%
and TCUT of 3 MIPs (this is a scheme

used in our predecessor experiment CCFR, where
C

%
is determined from electron calibration beam

data).
Method b: A `one-function modela, where one

function C
l
(E

l
) is used to account for ionization

and the increase of the radiative component of
dE/dx with energy.

Method c: A model of conversion function C
l
(E

l
)

varying with muon energy E
l
, applied below

TCUT of 5 MIPs, and a constant conversion
C

%
above that TCUT.

As an illustration, we show the widths and the
means of the di!erence between the `truea and
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Fig. 26. Fit parameters (A, B: mean and RMS of the Gaussian part, C and D: asymmetric tail, Eq. (10)) to DVTEN distributions for
Monte Carlo (open circles) and calibration beam muons plotted versus incident muon energy (E

l
).

reconstructed *E distributions in either muon en-
ergy bins or in the bins of the muon true energy loss
for Method a in Fig. 30 and Method c in Fig. 31.
Both the "tted mean and sigmas of Gaussian "ts to
these distributions (solid circles) and the average
values and RMS (stars) of these distributions are
plotted. Notice that Method a underestimates *E
for high energy electromagnetic depositions if the
lower end of the energy loss spectrum is set to match
GEANT's `truea *E (Fig. 30(B)). Similarly for
Method b (not shown) } no C

l
(E

l
) can be found that

describes the conversion from MIPs to GeV for both
the most probable and the mean dE/dx at the low
and high ends of muon energy spectrum at the same
time. In Method c, where the variation in low-energy
radiative depositions with muon energy is accounted
for by variation of the conversion function C

l
(E

l
),

we "nd the best match of the `truea *E for all muon
energies and *E values (Fig. 31). The function
C

l
(E

l
), based on the best calibration beam-to-

GEANT match, is shown in Fig. 32.
Fig. 33 illustrates the total muon energy loss over

the length of NuTeV calorimeter in terms of the
mean and the most probable value, where the latter
is de"ned as the result of a "t of asymmetric Gaus-
sian function F (parameter P2) to the *E distribu-
tion. Fig. 34 gives a ratio of the most probable *E
for 50 GeV calibration beam muons, traversing the
NuTeV calorimeter at di!erent angles and trans-
verse positions, to a nominal 15.2 GeV GEANT
prediction for their energy loss. The ratio is plotted
as a function of muon azimuthal angle, /, at the
most upstream surface of the detector. As can be
seen in this "gure, we reconstruct muon *E to
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Fig. 27. Counter response to muons summed over 84 counters in calibration beam (histogram) and Monte Carlo (crosses) for muon of
energies of 15 (A), 50 (B), 100 (C), and 166GeV (D).

within $0.7%, independent of / (or position in
the counter). This is an important veri"cation of the
muon map correction and counter gain stability
over time. The counter pulse heights for these calib-
ration beam muon samples are corrected by gains
that vary by as much as an order of magnitude,
depending on their transverse vertex and pathway
through the calorimeter.

11. Shower energy de5nition

The de"nition of the shower energy used in the
hadron energy calibration is

E
4)08%3

"CnC
place
+
i/1

PH
i
#

place`19
+

i/place

h
i
PH

iD, (12)

where i is the counter number; PH
i

is the pulse
height normalized for the muon gain as described
in Section 6, in units of MIP in counter i; h

i
is the

hadron/muon gain ratio (described in Section 7);
and Cn is the hadron calibration constant. Counter
1 is the most upstream counter, place is the counter
where the hadron shower started to develop, and is
determined by an algorithm designed to locate
where a neutrino interaction begins. place is de"ned
as the upstream of two consecutive counters which
have more than a certain number of MIP, where
that number depends on the total energy of the
hadron shower and is at least four. Upstream of
place the hadron is treated as a minimum-ionizing
particle. In contrast, electron showers always start
at the "rst counter. For the electron energy
measurements (described later) only the seven most
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Fig. 28. Fit parameters (A, B: mean and RMS of the Gaussian part, C and D: asymmetric tail, Eq. (10)) to DVTEN SUM distributions
for Monte Carlo (open circles) and calibration beam muons plotted versus incident muon energy (E

l
). DVTEN SUM is the sum of the

DVTEN over 84 counters.

upstream counters are used, and the hadron/muon
gain ratio is applied to each counter's pulse height.

In order to determine the hadron energy calib-
ration constant (in our de"nition, the GeV-to-MIP
conversion factor Cn), it is important to de"ne the
energy variable to contain the entire shower. For
a precision measurement, though, one does not
want to include too many counters in the sum
because adding more counters than necessary
would introduce noise into the system due to ped-
estal #uctuations in the counters. Finally, the algo-
rithm should be as close as possible to that used in
analyzing the neutrino data, which also sums over
a certain number of counters starting at counter
place. We perform a study to optimize the number

of counters over which to sum the pulse heights.
Using hadron beams over the energy range be-
tween 10 and 190 GeV, we determine that summing
over 20 counters beginning from the most upstream
counter is optimal for calibration purposes.

Fig. 35 shows the cumulative fractional energy as
a function of the number of summed counters for
various hadron beam energies. Since we summed
the pulse heights of at least 20 counters dependent
on the measured hadron energy, we introduce an
energy dependent noise level. This noise level de-
pends on beam energy because the shower penetra-
tion depth depends on beam energy. The number of
counters without actual shower energy increases
with decreasing beam energy and the noise level
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Fig. 29. Mean values of DVTEN (A) and DVTEN SUM over 84 counters (C) distributions for Monte Carlo (open circles) and
calibration beam muons (solid circles) as well as RMS values of these distributions (B and D).

gets more prominent for low-energy beams. There-
fore, the low-energy calibration has a larger contri-
bution from this noise e!ect; but since hadronic
energy resolution is worse at low energies, this
noise is less important.

12. Calorimeter hadron energy response and
resolution

The simplest test of the muon calibration tech-
nique described above is the time dependence of
a particular calibration beam setting. Fig. 36 shows
the time dependence of both 50 and 100 GeV had-
ron runs that are taken periodically during the
course of the experiment. The RMS of the ratio

between reconstructed calorimeter energy and
beam momentum is 0.4}0.5%, and is due to the
statistical uncertainty in the muon maps themsel-
ves, as well as the electronics gain coe$cients.

The calorimeter response to a monochromatic
beam of hadrons can be characterized by a function
similar to a Poisson distribution, because the en-
ergy reconstructed by the calorimeter is propor-
tional to the number of shower particles produced
by the incident hadron. The statistical #uctuation
of the number of electromagnetic particles in the
shower causes the response to look Poisson-like at
low energies, and to become Gaussian at high ener-
gies. This can be seen in Fig. 38, where the 5GeV
data are much less symmetric than the 190GeV
data around the peak of the energy/momentum
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Fig. 30. Method a: The width (A) and mean (B) from Gaussian "t (solid circle) and histogram statistics (stars) of the di!erence between
`truea *E and reconstructed *E distributions in muon energy loss bins. (C and D) The same in muon momentum bins.

distribution. Fig. 37 shows that the Poisson-like
function, de"ned below, describes the data over
several decades. Fluctuations in the position of the
primary hadron interaction can also contribute to
the asymmetric shape of this distribution, but again
these #uctuations have a negligible e!ect at high
energies.

The Poisson distribution is normally written as

P(N,k)"
kNe~N

N!
(13)

where P(N,k) is the probability of seeing N shower
particles if k are expected. The RMS of this distri-

bution is Jk and the mean is k. As N gets large this
approaches a simple Gaussian distribution. To re-

move any e!ects from variations in time of the
calibration beam momentum, the calorimeter en-
ergy is divided by the reconstructed particle mo-
mentum on an event-by-event basis. This implies
that the mean of the distribution is decoupled from
the width, but the fractional width (width divided

by the mean) remains 1/Jk. Generalizing Eq. (13)
to decouple the mean from the width and expand-
ing about the peak, we can parameterize the Pois-
son distribution as follows (note that keeping only
the "rst term in F(x) gives a Gaussian distribution):

P(x)"Ae~F(x) (14)

where

x"B(E/p!C) (15)
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Fig. 31. Method c. The "tted widths (A) and means (B) of the di!erence between true *E and reconstructed *E distributions in muon
energy loss bins. (C, D) The same in muon momentum bins.
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where E is the measured hadron energy, p is the
reconstructed calibration beam momentum, the
peak E/p!1 of the distribution is C, and the width
of the distribution is B. The fractional width of the

distribution is 1/JB. At beam momenta of 30GeV
and above, this equation is very close to a Gaussian

distribution. Fig. 38 shows "ts to the above equa-
tion for four di!erent energies.

The energy dependence of the mean E/p
distribution and the Poisson widths are shown in
Fig. 39. If the hadron calibration constant C

p
, as

de"ned in Section 11, is set to 0.212 after all correc-
tions, the mean energy response divided by the
reconstructed test beam momentum at 75GeV is
1.000$0.001. Note that the non-linearity of the
calorimeter between 10 and 190GeV is only 3%.
This comes from the fact that electrons and had-
rons have a very similar response, and so the
electromagnetic component of the shower, which
changes as a function of energy, will not change
the reconstructed energy. The Poisson widths
can be "tted to the standard form p(E)/E"
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Fig. 32. Energy dependence of calibration beam muon depos-
itions of pulse heights below 5 MIPs, over 84 counters, shown in
units of GeV/MIP and the parameterization C

l
(E

l
).

Fig. 33. Most probable (A) and mean value (B) of total muon
energy loss in NuTeV calorimeter. Comparison of GEANT
prediction (open circle) and calibration beam measurement
(solid circles) versus muon energy.

Fig. 34. Ratio of the most probable values of *E for 50GeV
calibration beam muons to GEANT prediction (15.2GeV) as
a function of muon azimuthal angle.

Fig. 35. Cumulative fractional shower energy as a function of
the added number of counters. Note that for all energies, adding
20 counters provides full longitudinal shower containment.

A=B/JE=C/E, where A is a constant term
coming from calibration uncertainties, B is the
stochastic term from the sampling of the shower,
and C is from noise due to pedestal #uctuations.

The data show no evidence for a noise term and so
C is removed from the "t. The stochastic term is
proportional to the square of the thickness of the
sampling layer.
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Fig. 36 . Remaining time dependence of the ratio of reconstruc-
ted calorimeter energy divided by measured beam momentum.
The left graph is for 50GeV runs, and the right is for 100GeV
runs. The horizontal axis is time in units of blocks, where each
run block corresponds to a period of about 2 weeks. The
responses are obtained after all the time-dependent corrections
are applied to the data, but before the "nal energy scale is set.

Fig. 37. The distributions of calorimeter responses to 50 and
100GeV hadrons with very high statistics. It can be seen clearly
that the higher the hadron energy the more Gaussian like the
distribution is.

Fig. 38. Poisson "ts to the calorimeter energy divided by mo-
mentum distributions for four di!erent energies: 5, 10, 75, and
190GeV.

The energy points below 10 GeV have to be mea-
sured using a di!erent energy algorithm, since the
one that is designed for neutrino interactions
(requiring at least 4 MIPs in two consecutive
counters) is biased for hadron showers below
10GeV. For these lowest points, the energy is de-
termined simply by summing the most upstream 20
counters, and using the hadron gain coe$cients for
each counter. To remove electrons from the low-
energy samples, cuts are made based on Cherenkov
counter particle identi"cation system in the beam-
line. To remove muons in the hadron beam, a loose
cut is made on the most upstream of three con-
secutive counters that have less than 0.25 MIPs in
them. The latter cut removes events caused by
muons in the hadron beam, but is loose enough to
not remove events with secondary muons created

in the hadron shower. Finally, because the lowest
energy points have low statistics, the means of the
energy/momentum distributions are plotted rather
than the results of the Poisson "ts. Fig. 40 shows
the nonlinearity of the NuTeV calorimeter to low
energy hadrons. At energies of 5.9GeV and above,
Groom's parameterization (see Section 13) with
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Fig. 39. Hadron energy response versus reconstructed test beam
momentum and comparison with "t to Groom's parameteriz-
ation for non-linearity, and Poisson width distribution versus

energy with "t to p(E)/E"A=B/JE. The open symbols are
lower energy runs with slightly di!erent cuts and are not used in
the "ts.

Fig. 40. Lowest energy hadron response versus reconstructed
test beam momentum and comparison with "t to Groom's
parameterization for non-linearity. The open symbols are lower
energy runs with slightly di!erent cuts.

Table 6
Table of contributions to uncertainty in overall hadron energy
scale

Fractional
Source uncertainty

Hall probe readout 0.03%
(from shunt comparisons, see Fig. 22)

Magnetic "eld homogeneity 0.03%
(from Position-dependence measurements)

Beam composition corrections 0.03%
(100% of e!ect above 30GeV)

Transition e!ect uncertainties 0.03%
(10% of e!ect on hadrons)

Temperature corrections 0.02%
(10% of e!ect)

High-voltage correction (0.01%
Spectrometer alignment 0.1%
Uncertainty in hadron/muon gain ratios 0.4%
Fit normalization error 0.1%
Statistical (0.01%

Total 0.43%

e/h"1.08 (solid line) agrees well with the data. The
overall agreement with the parameterization is not
improved by changing e/h from 1.08 in the hadron
response curve, as is also shown in Fig. 40.

Finally, any additional position dependence not
taken into account in the muon map procedure
outlined earlier is studied using a 75GeV hadron
beam aimed at di!erent locations on the front face
of the calorimeter using the rotating dipole at the
end of the momentum analyzing magnet chain in
the spectrometer. For hadron showers that start
more than 50 cm from the closest edge of the de-
tector, the energy reconstruction is constant to bet-
ter than a 0.5% in the calorimeter response, when
normalized using the muon maps. By aiming the
hadron beam as close to the edges as is safe, it is

determined that hadron shower leakage does not
begin to a!ect energy reconstruction until the
shower starts at 25 cm from the calorimeter edge.

Table 6 lists systematic errors that contribute to
the uncertainty in the overall hadron energy scale
of the calorimeter. It is clear from the list that the
largest single systematic error is due to the statist-
ical uncertainty in the hadron/muon gain ratio for
the counters.
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Fig. 41. Fraction of electromagnetic energy in a hadronic
shower as a function of hadron energy for three di!erent hadron
shower generators: GHEISHA, GFLUKA, and GCALOR. Fits
of the simulation to both the Wigmans' [17] and Groom's [25]
parameterizations are also shown.

Fig. 42. Predicted non-linearity for three di!erent hadron
shower generators: GHEISHA, GFLUKA, and GCALOR,
where all three are required to have the same value of E/E(true)
at 50GeV. The prediction for both the Wigmans and Groom
parameterizations are also shown.

13. Hadron response comparison to Monte Carlo

The task of reproducing the calorimeter at-
tributes in a GEANT-based Monte Carlo is a chal-
lenging one (Fig. 39). Both the non-linearity and
hadron energy resolution of the calorimeter depend
critically on the di!erence between the calori-
meter's response to hadrons and to electrons (e/p).
In order for a Monte Carlo to simulate hadrons
correctly, it must "rst correctly simulate the calori-
meter's electron response, and then have an accu-
rate hadron shower model, a thorough description
of the geometry of the calorimeter, and an accurate
model for the way particles propagate in the par-
ticular media that comprise the calorimeter. Sec-
tion 14 describes the calorimeter electron energy
response and the resolution in detail; the studies
show that the electron energy resolution is well-
modeled in the detailed GEANT simulation of the
calorimeter.

Once the electron to hadron response is mea-
sured in the data at a particular energy, one can
minimize the dependence on hadron shower gener-
ators by only using them to predict the fraction of
p0's produced in a hadron shower as a function of

energy, f
p
0 (E). Fig. 41 shows three di!erent hadron

generators' predictions for the fraction of electro-
magnetic energy deposited in a hadronic shower as
a function of energy. Two parameterizations for
this fraction are also shown; Wigmans' para-
meterization [17] is f

p
0"0.11 ln(E) and Groom's is

f
p
0"1!(E/0.96GeV)~0.184 [25].
The reconstructed energy of a shower is de"ned

as

E"E
536%

(h(1!f
p
0(E))#ef

p
0(E)) (17)

where h is the ratio of reconstructed to true energy
for a `purea hadron, and e is that same ratio for
a `purea electron. The non-linearity as a function of
energy can be expressed as the ratio of R(E)/R(E

3%&
),

where R(E)"E/E
536%

. In other words,

non-linearity"
1!f

p
0 (E)#(e/h) f

p
0(E)

1!f
p
0 (E

3%&
)#(e/h) f

p
0(E

3%&
)
. (18)

By requiring the three generators shown in Fig. 41
to have the same R(E)/R(E

3%&
) at 50 GeV, one can

construct the expected non-linearity as a function
of energy. This is shown in Fig. 42. Although the
fraction of electromagnetic energy at a given energy
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2A discussion of the relation between sampling ratios and e/h
can be found in [19].

varies among the di!erent generators, the predicted
non-linearity is similar.

By "tting the hadron energy response shown in
Fig. 39, assuming the non-linearity predicted by
Groom's parameterization, one arrives at a value
of e/h of 1.079$0.011. Given that at 75GeV
the fraction of p0's is roughly 50%,
e/p!1"0.5(e/h!1). Therefore, the electron to
hadron response ratio is roughly of 1.035$0.01 at
75GeV. This is in agreement with what is seen in
the calibration beam comparisons between had-
rons and electrons, as will be described in Section
14. A similar conclusion has been reported by the
CDF collaboration [18] for their plug-upgrade
hadron calorimeter, which has a much larger non-
linearity. The presence of water bags around the
counters brings the e/h of this calorimeter close to
one, by the addition of low A absorber material.
Unlike steel, the water can absorb energy from low
energy neutrons, making the energy sampling ratio
for low-energy neutrons more similar to that for
electrons and ionization.2

As a side note, if we use the di!erent hadron
shower generators to predict the ratio of electron to
hadron response at 75GeV, they all give di!erent
ratios. Since the di!erence between these responses
is also a large factor in determining the hadron
energy resolution, they all predict correspondingly
di!erent hadron energy resolutions (the closer the
electron to hadron response ratio is to unity, the
better the hadron energy resolution).

GFLUKA [20] predicts the lowest ratio of elec-
tron to hadron response, and also predicts a
hadron energy resolution of 0.80/JE(GeV).
GHEISHA [21] predicts a ratio of electron to
hadron response of 1.15 at 75GeV rather than 1.09,
and predicts a hadron energy resolution of
1.15/JE(GeV). Finally, GCALOR [22] predicts
that the ratio of electron to hadron response is less
than unity, rather than greater than unity.

All three generators are tested using identical
GEANT energy cuto! settings and identical ge-
ometry input. Although GHEISHA is native to the
GEANT program, GFLUKA and GCALOR are

imperfect implementations of the original FLUKA
and CALOR programs and have been known to
produce somewhat di!erent results than the orig-
inal generators [23].

Finally, although the hadron non-linearity is
now parameterized and well-measured, the purpose
of the NuTeV calorimeter is to measure hadron
showers generated by neutrino interactions, not
hadron showers generated by a single charged had-
ron. To study any possible di!erence the LUND
Monte Carlo program is used to determine the "rst
set of particles produced from the hadron shower of
a neutrino interaction. Groom's parameterization
is then used to calculate the electromagnetic frac-
tion of the charged hadrons which get produced.
Although the charged hadrons have lower energy
than the initial total hadron energy, and as such
would have a lower electromagnetic fraction, there
are also neutral pions that are produced, which
increase the electromagnetic fraction. The two ef-
fects cancel, keeping the electromagnetic fraction as
a function of total hadron energy the same between
neutrino-induced hadrons and single hadrons, to
a few per cent. The resulting e!ect on the neutrino-
generated hadron non-linearity is negligible com-
pared to the statistical error on the e/h fraction
itself, and the overall energy scale change is consis-
tent with zero to better than 0.1%.

14. Calorimeter electron energy response and
resolution

The calorimeter response to electrons can be
measured using the calibration beam when set
to the electron mode, as described in Section 8.2.
Although there is a large contamination of muons
in the electron running, this is easily removed from
the data sample by looking at the most down-
stream counter and by selecting events with more
than one minimum-ionizing particle in them. Since
electrons penetrate no more than a few cm of steel,
most of the energy is deposited in the "rst three
counters, so calibrating the detector response to
electrons is extremely dependent on the muon
maps of those three counters, and has larger sys-
tematic uncertainties due to statistical errors in the
muon maps.
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Fig. 44. Normalized response of calorimeter to electrons as
a function of energy for both data (solid circles) and GEANT-
based Monte Carlo (open squares).

Fig. 43. Calorimeter energy divided by test beam reconstructed
momentum distributions for 30 and 170GeV electrons, and the
results from the Poisson "t to the distribution.

Fig. 43 shows the shape of the electron energy
deposition for 30 and 170 GeV electrons, as well as
the "t to the Poisson distribution. The detailed
GEANT simulation reproduces the shapes of the
distributions well, but there are substantial di!er-
ences between the mean values as a function of
energy.

Fig. 44 shows the electron energy divided by
momentum for both data and Monte Carlo. There
are several contributions to the large non-linearity;
the most important of these (and the only one
present in the GEANT simulation), is the fact that
electrons arrive at the upstream edge of the calori-
meter and begin showering immediately. If one
generates the electron showers in the simulation
equally distributed throughout the steel (as neu-
trino interactions and hadrons to "rst order would
be), the GEANT response is linear to better than
0.5%.

There are two other e!ects that are present in the
data but not in the simulation, and these give rise to
the additional non-linearity that is seen in the data.

The electron response depends critically on both
the muon gain and the hadron/muon gain ratio for
the "rst two counters. These ratios are only known
to about 1%, per counter, so this contributes an
additional uncertainty which could a!ect both the
scale and the non-linearity. Another contribution
to the non-linearity is the fact that there are cuts on
the reconstructed track momentum in the data that
cannot be made in the Monte Carlo simulation.
These cuts do not a!ect the hadron response be-
cause hadrons are extremely unlikely to shower
before the calorimeter. There is however approxim-
ately one radiation length of material distributed
throughout the last arm of the calibration beam
spectrometer. This material is included in the
GEANT simulation, but its e!ect on the tracking
e$ciency is not. This is particularly important at
high energies, since upstream showers will create
many more secondary particles than at lower ener-
gies, and are more likely to cause ambiguities in the
momentum determination.

One correction to the gains of the "rst few
counters in the detector that is extremely important
for measuring the electron response of the calori-
meter is the RE e!ect (discussed in Section 9.3).

The GEANT-based Monte Carlo predicts the
sampling term in the resolution of electron energies
to within 2%, as can be seen in Fig. 45. As with
the hadron resolution, the electron resolution can
be "t to the form p(E)/E"A=B/JE=C/E,
and the noise term (C) is consistent with zero for
both the data and Monte Carlo and is removed
from the "t. The sampling term B for electrons is
0.499$0.008(JGeV) from data while it is 0.504$
0.006(JGeV) in Monte Carlo, showing extremely
good agreement.

Finally, a very important parameter of the calori-
meter is the di!erence between electron and hadron
responses as a function of energy. Section 13 de-
scribes how the hadron resolution and non-lin-
earity depend critically on this di!erence. In other
words, the more similar the electron and hadron
responses are, the better the calorimeter resolution,
and the more linear. The measured electron/hadron
di!erence must be corrected by 1% to account for
the fact that the electrons in the calibration beam
started upstream, while those from neutrino inter-
actions (or those from hadron showers) are much
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Fig. 45. Electron energy resolution for both data and GEANT-
based Monte Carlo as a function of energy, and the results to

a "t of the form p(E)/E"A=B/JE.

Table 7
Vital statistics of the NuTeV calorimeter

Redeeming feature Measurement

Hadron non-linearity
from 5.9 to 190GeV 3.0$0.5%

Hadron energy scale uncertainty 0.43%

Hadron energy resolution:
p(E)/E"A=B/JE
A: Constant term 0.022$0.001
B: Stochastic term (JGeV) 0.86$0.01

Residual position dependence of
hadron energy reconstruction
more than 50 cm from edge (0.5%

Electron/hadron response ratio
(using groom parameterization) 1.08$0.01

Electron energy resolution:
A: Constant term 0.042$0.002
B: Stochastic term (JGeV) 0.499$0.008

Average number of
photoelectrons/counter/MIP 30

Hadron MIP-to-GeV conversion
factor (Cn GeV/MIP) 0.212$0.001more uniformly distributed throughout each steel

plate. The ratio of the reconstructed energy of elec-
trons compared to that of hadrons is 1.06$0.03 at
75GeV, which corresponds to a small non-lin-
earity, in agreement with what is seen in the calori-
meter response as a function of energy.

15. Conclusions

In this paper we outline the calibration technique
and subsequent testing of the NuTeV calorimeter.
The overall gain and time dependence of the calori-
meter are tracked using muons from the neutrino
beam, and PMT gains are determined to better
than one percent for a given run period. Using
several sets of linear ADCs with di!erent gains, we
are able to cover the large dynamic range required
to reconstruct minimum energy deposition at the
percent level, as well as reconstruct energy depos-
ition from 600 GeV neutrino-induced hadron
showers.

Although the technique of calibrating the de-
tector with muons from neutrino interactions may
seem simple and straightforward, checking this

technique requires a very detailed and well-
designed calibration beam. By using a low mass
spectrometer with long lever arm, NuTeV is able to
achieve an event-by-event momentum resolution of
better than 0.1%. In addition, as a consequence of
careful calibration of the magnets in the spectro-
meter and measurement of the particle composition
of the hadron beam, the absolute hadron energy
scale of the calorimeter is determined to 0.4%.

The non-linearity in the hadron response of the
calorimeter is measured and agrees with predic-
tions based on the measured di!erence between the
hadron and electron response at a particular en-
ergy. Finally, the muon and electron responses of
the calorimeter are shown to agree with a
GEANT-based Monte Carlo prediction, once the
details of the calorimeter geometry are accurately
included. The vital statistics of the NuTeV calori-
meter are summarized in Table 7.

In conclusion, NuTeV has accomplished its goal
of calibrating the absolute energy scale of its calori-
meter to the level dictated by the physics analyses it
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is performing. The calibration beam data also yield
a wealth of information about hadron, electron,
and muon interactions in an iron-scintillator samp-
ling calorimeter. These can be used to study designs
of future calorimeters with similar geometries (such
as the MINOS detector to search for neutrino
oscillations), as well as for space-based calorimeters
to measure cosmic ray #uxes [24].
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